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NAME

i nstall — Invokes UNICOS installation and configuration menu system

SYNOPSIS
/etc/install/install [-C] [-| log_ directory] [-P pager] [-r] [-T] [-t]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The UNICOS installation and configuration menu system provides a menu-driven interface for installing,
configuring, and maintaining the UNICOS operating system.

The installation and configuration system provides the following functions:

* Controls media access
In read-only mode, installation actions are disabled, although other aspects of the installation menu system
can run.

¢ Feacilitates binary and source generation
The binary and source generation functions change to a new root environment using the chr oot (8)
command. The installation and configuration menu system should not be invoked while in a changed-root
environment.

* Verifiesinstallation and configuration procedures
Thei nstal | command accepts the following options:

-C Turns off the X Window System version of the UNICOS installation and configuration menu
system (the default).

-1 log_directory
Overrides the default directory / et ¢/ i nst al | , containing the . i nl ogpi pe pipe. If
/etc/install isNFS mounted, this option moves the . i nl ogpi pe to a non-NFS mounted
area. This area must be under the mount point so that the chr oot (8) command used to execute
builds can access this directory.

- P pager Sets the PAGER variable used by the man(7D) command.

-r Sets read-only mode. If set, menu selections can be modified, but are not saved in . sav files.
Menu actions are disabled. This option allows multiple users to enter the installation system at
one time. However, only one user may be using the tool in non-read-only mode at a time, and
this user must be super user.

-T Disables checking of the TERM environment variable for specified terminal types and lets users
continue if i nt capchk does not exist or fails.
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-t Test mode. Disables chr oot mode, so that when doing builds you are not in a changed-root
environment.

FILES

letcl/install/*.sav
/[etcl/install/cfdb/*.cfg
letcl/install/*. mu
SEE ALSO
chr oot (8)
UNICOS Installation Guide, Cray Research publication SG—2112
UNICOS Configuration Administrator’s Guide, Cray Research publication SG—2303
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NAME

IOCSTAT(8)

i ocst at — Displays information about model E 1/0 cluster(s) (I0Cs) attached to Cray PVP systems and
their associated low-speed channel(s)

SYNOPSIS

i ocstat [-r rate]

IMPLEMENTATION

Cray PVP systems with 1/0O subsystem model E

DESCRIPTION

Thei ocst at utility gets information from the MIOP table (in epack. h) and displays the information on
the requester’s screen. The MIOP table controls access and 1/0 operations to low-speed channels to model E
I/O clusters. The information is attained by using the t abr ead system call.

Thei ocst at utility accepts the following option:

-r rate

SR-2022 10.0

Updates the display each rate second(s) with new information from the MIOP table. If -r is
not specified, the display is put out one time only.

The display has the following format:

connection # of packets pkt size retry
CL CH state in out in out in out
0 16 init 1192040 1192123 11.7 7.0 0 0
1 18 init 2125998 2125806 10.0 7.0 0 0
The column headings in the preceding table have the following definitions:
CL The number of the I/O cluster. Possible cluster numbers range from O through 7
or, on the CRAY C90 series, from 0 through 15.
CH Low-speed channel on which the cluster is attached to the mainframe. Possible

channel numbers are 16, 18, 20, 22, 24, 26, 28, and 30.

Current state of the channel. The possible states arei ni t and down. The down
state means that the channel is not initialized currently.

state

# of pkts Number of 1/O packets that have come from this I/O cluster to the mainframe
since the last deadstart, both input and output.

pkt size Average size of input and output packets received from this cluster. This size is
attained by dividing the total number of words transferred on this low-speed
channel by the number of packets received. The total word count includes packet

header information as well as the text.
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Records the number of retry packets read (in) and written (out) to this cluster

since deadstart. Retries are attempted when the input packet contains bad
information (for example, a bad magic humber or a trailer word that does not
equal the header). The retry count reflects the number of errors that have been

encountered on this channel.

The - r option takes the preceding information and runs it through a refreshing screen display.
When using the - r option for a refreshing display, the following commands control the screen:

IOCSTAT(8)
>
<
R
r
+
q

SEE ALSO
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pddst at (8) to display information about the IOS model E, from the disk table

Increase refresh time
Decrease refresh time
Scroll

End scroll

Next page of data
Previous page of data

Exit screen mode
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NAME

i pi 3_cl ear — Clears an IPI-3/IPI packet driver device

SYNOPSIS

/etclipi3_clear [-c] [-r] devicename

IMPLEMENTATION

All Cray Research systems (except CRAY J90 series and CRAY EL series)

DESCRIPTION

Thei pi 3_cl ear command terminates all outstanding requests to an I1PI-3/IPl packet driver device.
Requests that have finished processing but have not been returned to the user are discarded. No further user
requests to the device are processed until the device is closed. You must specify a devicename when using
thei pi 3_cl ear command.

Thei pi 3_cl ear command accepts the following options:
-C Terminates al outstanding activity on the channel.

-r Issues a slave reset to the |PI-3/IPI device. A dave reset causes the device to reset itself to the
initial start-up state. All information in the slave is lost.

EXIT STATUS

Thei pi 3_cl ear command completes successfully, O is returned; otherwise, a nonzero value is returned.
Where possible, this exit status code is hormalized to the last three digits. Exit status values are documented
in the Tape Subsystem User’s Guide, Cray Research publication SG—2051.

FILES
[ dev/ i pi 3/ devicename IPI-3/IPI interface devices
[ dev/ipi 3/ reqt IPI-3/IPI interface device
/etc/config/ipi3_config IPI-3/IPI configuration file
SEE ALSO

i pi 3_config(8),ipi3 _option(8),ipi3 start(8),ipi3_stat(8),ipi3_stop(8

i pi 3(4) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

Tape Subsystem Administration, Cray Research publication SG—2307
Tape Subsystem User’s Guide, Cray Research publication SG—2051
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NAME

i pi 3_confi g — Configures an IPI-3/IPI channel up or down

SYNOPSIS
[etcl/ipi3_config [-c channel] [- C cluster] [-i iop] State

IMPLEMENTATION
All Cray Research systems (except CRAY J90 series and CRAY EL series)

DESCRIPTION
Thei pi 3_confi g command configures an IPI-3/IPl channel up or down. The options are as follows:
- ¢ channel  Specifies the channel that will be configured.
- Ccluster  Specifies the cluster in which the channel is configured.
-i iop Specifies the IOP in which the channel is configured.
dtate Specifies IPI-3/IPI channel state (either up or down).

NOTES

If you request a channel up configuration, a selective reset command will be sent to all slaves configured on
the channel. The selective reset resets the burst size to the device default.

EXIT STATUS

Thei pi 3_confi g command completes successfully, 0 is returned; otherwise, a nonzero value is returned.
Where possible, this exit status code is hormalized to the last three digits. Exit status values are documented
in the Tape Subsystem User’s Guide, Cray Research publication SG—2051.

FILES
[ dev/ i pi 3/ devicename IPI-3/IPI interface devices
[ dev/ipi 3/reqt IPI-3/IPI interface device
/etc/config/ipi3_config IPI-3/IPI configuration file
SEE ALSO

i pi 3_clear(8),ipi3_option(8),ipi3_start(8),ipi3_stat(8),ipi3_stop(d)

i pi 3(4) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

Tape Subsystem Administration, Cray Research publication SG—2307
Tape Subsystem User’s Guide, Cray Research publication SG—2051
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NAME
i pi 3_option — Modifies alPI-3/IPl packet driver option(s)

SYNOPSIS

[etc/ipi3_option [-a maximum-number-async-responses [- ¢ maximum-number-cmdist]
[-i maximum-number-iop-processes| [-r maximum-number-non-cmdist] [-t on| of f]

IMPLEMENTATION
All Cray Research systems (except CRAY J90 series and CRAY EL series)

DESCRIPTION

Thei pi 3_opti on command modifies one or more IPI-3/IPI packet driver options. The options are as
follows:

- @ maximum-number-async-responses
Specifies the maximum number of asynchronous responses that may be outstanding per device. Users
cannot enable asynchronous responses that exceed this value.

- ¢ maximum-number-cmdl st
Specifies the maximum number of command list requests that may be outstanding per device. If the
number of command list requests issued exceeds this value, an error is returned.

- i maximum-number-iop-processes
Specifies the maximum number of processes that can open an 0P device concurrently. If this limit is
exceeded, an error is returned.

- 1 maximum-number-non-cmdl st
Modifies the maximum number of honcommand list requests that may be outstanding per device.

-t on| of f
Specifies the tracing state (either on or off).

NOTES
If a process has an 10P device open, you cannot modify the maximum number of processes that may open
an I0OP.

EXIT STATUS

Thei pi 3_opti on command completes successfully, 0 is returned; otherwise, a nonzero value is returned.
Where possible, this exit status code is hormalized to the last three digits. Exit status values are documented
in the Tape Subsystem User’s Guide, Cray Research publication SG—2051.
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FILES
[ dev/ i pi 3/ devicename IPI-3/IPI interface devices
[ dev/ipi 3/reqt IPI-3/IPI interface device
/etc/config/ipi3_config IPI-3/IPI configuration file
SEE ALSO

i pi 3_clear(8),ipi3_config(8),ipi3_start(8),ipi3_stat(8),ipi3_stop(d)
i pi 3(4) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

Tape Subsystem Administration, Cray Research publication SG—2307
Tape Subsystem User’s Guide, Cray Research publication SG—2051
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NAME
i pi 3_start — Starts the IPI-3/IPI packet driver subsystem or a single IOP

SYNOPSIS
/etclipi3_start [-C cluster] [-i iop]
/etc/ipi3_start [-f config-filg]
IMPLEMENTATION
All Cray Research systems (except CRAY J90 series and CRAY EL series)

DESCRIPTION

Thei pi 3_start command starts either the IPI-3/IPl subsystem or starts a single 1/O processor (10P)
within the 1PI-3/IOP subsystem.

If when you are starting the IPI-3/IPI subsystem, the i pi 3_st art command reads and processes the
IPI-3/IPI configuration from a file provided by the user and communicates this configuration to the 1PI-3/IPI
packet driver and to the IPI-3/IPl IOP. For each IOP configured, i pi 3_st art creates a corresponding 10OP
file, which only issues requests to the IOP. For each device attached to the IOP, i pi 3_st art createsa
corresponding device file, which issues packets that affect an IPI-3 device.

If you specify a single I0OP, requests are sent to the 0P to redefine the configuration of that 1OP.
Thei pi 3_start command accepts the following options:

- C cluster Specifies the cluster of the |OP to be restarted. You can specify this option only if the
IPI-3/IPI subsystem has already been started.

-f config-file  Specifies the configuration file. The default configuration file is
/etc/config/ipi3_config.

-i iop Specifies the IOP to be restarted. You can specify this option only if the IPI-3/IPI
subsystem has aready been started.

NOTES

Before executing the i pi 3_st art command, you must stop all configured 10OP drivers.

EXIT STATUS

Thei pi 3_start command completes successfully, O is returned; otherwise, a nonzero value is returned.
Where possible, this exit status code is hormalized to the last three digits. Exit status values are documented
in the Tape Subsystem User’s Guide, Cray Research publication SG—2051.
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FILES
[ dev/ i pi 3/ devicename IPI-3/IPI interface devices
[ dev/ipi 3/reqt IPI-3/IPI interface device
/etc/config/ipi3_config IPI-3/IPI configuration file
SEE ALSO

i pi 3_clear(8),ipi3_config(8),ipi3_option(8),ipi3_stat(8),ipi3_stop(8
i pi 3(4) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

Tape Subsystem Administration, Cray Research publication SG—2307
Tape Subsystem User’s Guide, Cray Research publication SG—2051
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NAME
i pi 3_stat — Displays device information

SYNOPSIS
[etclipi3_stat [-c] [-C cluster] [-d devname] [-i iop] [-t]
/etclipi3_stat [-0]

IMPLEMENTATION
All Cray Research systems (except CRAY J90 series and CRAY EL series)

DESCRIPTION

Thei pi 3_st at command displays device status, configuration, packet driver table, or the packet driver
options statistics. The status, configuration, or table values for all devices can be displayed, or a partia
display can be regquested (for example, you can request a cluster, I0OP, or a particular device to be displayed).
The status of all devices is the default display.

Thei pi 3_st at command accepts the following options:

-C Specifies that the configuration will be displayed. By default, the status is displayed. The - c,
-0, and -t options are mutually exclusive.

- Ccluster  Specifies the cluster in which all configured devices should be displayed.
- d devname Specifies the device for which information is displayed.
-i iop Specifies the IOP in which all configured devices should be displayed.

-t Specifies that the packet driver table be displayed. By default, the status is displayed. The
-C,-0,and -t options are mutually exclusive.

-0 Specifies that the options should be displayed. Y ou cannot specify the - o option with any
other options.

When you request device configuration (- ¢) information, the following information is displayed:

burst Displays the burst size.

ch Displays the device channel number.

chst Displays the channel status (up or down).

chtyp Displays the channel adapter type.

device Displays the device name.

dvst Displays the device status (up or down).

dvtyp Displays the device type.

ioc Displays the cluster in which the device is configured.
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iop
[tmo
d
slst

stmo

If you do not specify - ¢, -t , or - 0, the following information is displayed:

ch
chst
chtyp
dvtyp
device
ioc

iop

Displays the IOP in which the device is configured.
Displays the long device time-out.

Displays the dave address.

Displays the dave status (up or down).

Displays the short device time-out.

Displays the channel in which the device is configured.
Displays the status (up or down) of the channel.
Displays the type of hardware channel adapter.
Displays the device type.

Displays the device name.

Displays the cluster in which the device is configured.
Displays the IOP in which the device is configured.

If you specify -t , the following table information is displayed:

async

cmd
device
enabl
flag

lock
ios

ord
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Displays the number of queued asynchronous packets. Queued packets are those returned by the

IOP but not received by the user.

Displays the number of command list requests that are outstanding to the 10P.

Displays the device name.

Displays the number of asynchronous packets that are currently enabled.

Displays the flags used by the IPI-3 packet driver. You can set flag to the following values:

0001 The user has opened the device file.
0002 An 10P request has timed out.

0004 The packet interface has been enabled.
0010 The device is open.

0020 A signal has been registered.

0100 A clear device isin progress.

0200 The device has been cleared.

0400 A device process is waiting for an interrupt.
Displays the number of locks on the process.
Displays the number of outstanding |OP requests.
Displays the table ordinal.
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pid Displays the process ID of the open device.
rsyn Displays the resynchronization code.
sig Displays the signal sent to the user when a packet is returned from the 10P.
usr Displays outstanding user requests.
EXIT STATUS

Thei pi 3_st at command completes successfully, O is returned; otherwise, a nonzero value is returned.
Where possible, this exit status code is hormalized to the last three digits. Exit status values are documented
in the Tape Subsystem User’s Guide, Cray Research publication SG—2051.

FILES
/ dev/ i pi 3/ devicename IPI-3/IPI interface devices
[ dev/ipi 3/ reqt IPI-3/IPI interface device
/etc/config/ipi3_config IPI-3/IPI configuration file
SEE ALSO

i pi 3_clear(8),ipi3_config(8),ipi3 option(8),ipi3_start(8),ipi3_stop(8)

i pi 3(4) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

Tape Subsystem Administration, Cray Research publication SG—2307
Tape Subsystem User’s Guide, Cray Research publication SG—2051
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NAME
i pi 3_st op — Stops the IPI-3/IPI subsystem or a single IOP

SYNOPSIS
[etclipi3_stop [-C cluster] [-i iop] [-K] [-u] [-W]

IMPLEMENTATION
All Cray Research systems (except CRAY J90 series and CRAY EL series)

DESCRIPTION

Thei pi 3_st op command shuts down either the entire IPI-3/IPl packet driver subsystem or a single I/O
processor (I0P) within the IPI-3/IPI subsystem.

If you are bringing down the entire subsystem, i pi 3_st op prevents processes from opening the 1/0
processor (I0OP) and IPI-3 devices, waits for current activity to cease, and if requested, issues stop driver
requests to all 10Ps.

If you are stopping one I0OP, i pi 3_st op stops the IOP driver for that I0P. Either it kills al processes that
have the 10P device open or all processes that have an IPI-3/IPI device configured on this IOP open, or it
leaves the processes running but disables the handling of any future requests to the devices. The command
also prevents other proecesses from opening the IOP and 1PI-3 devices configured on this 10P.

Thei pi 3_st op command accepts the following options:
- Ccluster  Specifies the cluster number of the IOP to be stopped.
-i iop Specifies the |OP to be stopped.

-k Specifies that all processes that have the specified |OP device open or that have an IPI-3
device configured on the 10OP open, will be killed. You can only use this option when you are
shutting down a single |OP.

If you omit this option, all further requests to these devices are returned with an error.
-u Leaves the |OP drivers up.
-w Waits for al activity to stop and for all devicesto be closed. By default, if the IPI-3/IPI
packet driver is not idle, an error is returned.
EXIT STATUS

Thei pi 3_st op command completes successfully, O is returned; otherwise, a nonzero value is returned.
Where possible, this exit status code is hormalized to the last three digits. Exit status values are documented
in the Tape Subsystem User’s Guide, Cray Research publication SG—2051.
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FILES

/ dev/ i pi 3/ devicename IPI-3/IPI interface devices

SEE ALSO
i pi 3_clear(8),ipi3_config(8),ipi3 option(8),ipi3_start(8),ipi3_stat(8)

i pi 3(4) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

Tape Subsystem Administration, Cray Research publication SG—2307
Tape Subsystem User’s Guide, Cray Research publication SG—2051
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NAME

kcompr ess — Compresses a UNICOS kernel file

SYNOPSIS

[ et c/ kconpress kernell kernel2
[ et c/ kconpress [-d] kernel2 kernell

IMPLEMENTATION
Cray PVP systems

DESCRIPTION

The kconpr ess program compresses a UNICOS kernel file. A decompression routine is added to the
compressed kernel so it decompresses itself at boot time. Then a compressed kernel can be used to boot a
system just as an uncompressed kernel would be used.

Compression saves space, because the uncompressed version of the kernel does not need to be stored, as it
can always be recovered by using the kconpr ess - d option. Compression also saves time in the boot
process, by reducing the amount of data that must be moved from the operator workstation (OWS) to the
mainframe.

The kconpr ess command accepts the following option and operands:

-d Decompresses the kernel specified.

kernell Specifies the uncompressed kernel file. This operand is required.
kernel2 Specifies the compressed kernel file. This operand is required.

NOTES

Kernel compression is performed automatically. To compress or decompress any version of the UNICOS
kernel earlier than UNICOS 7.0, the kconpr ess program must be used manually. To determine whether
or not a kernel has been compressed, use the si ze(1) command.

The symbol table is left uncompressed, so programs such as cr ash will work directly with a compressed
kernel. The kconpr ess program modifies the initial exchange package, making it machine-type-dependent.
Therefore, kconpr ess should always be targeted for the same machine type as the kernel being
compressed.

EXAMPLES

Example 1: Use the following command line to compress the file uni cos. k. 1 to the file uni cos. k. 2:

% [/etc/ kconpress unicos. k.1 unicos.k.2
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Example 2: Use the following command line to decompress the file uni cos. k. 2 to the file
uni cos. k. 1:

% /etc/kconpress -d unicos. k.2 unicos. k.1

Example 3: Use the si ze(1) command to determine whether or not a kernel has been compressed:

% /bin/size unicos.k.*
uni cos. k. 1: 844021 + 0 + 0 = 844021
uni cos. k. 2: 276251 + 0 + 567770 = 844021

The first kernel is not compressed, and it shows that it has 844,021 words of code. The second kernel has
been compressed, and it shows 276,251 words of code and 567,770 words of bss. The code size shown is
the size of the compressed image, and the bss number represents how much it will expand.

SEE ALSO
si ze(1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
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NAME
ker bd — Generates and validates Kerberos tickets for Kerberized NFS

SYNOPSIS
ker bd [- d]

IMPLEMENTATION
Cray Research systems licensed for ONC+™ and UNICOS 8.3 or later

DESCRIPTION

The user level daemon, ker bd, talks to the kernel and the Kerberos key distribution center (KDC) to
generate and validate Kerberos authentication tickets. ker bd maps Kerberos user names into local user and
group IDs. By default, all groups that the requested user belongs to are included in the grouplist credential.

The ker bd daemon accepts the following options:

-d Runsin debug mode. ker bd outputs information about Kerberos tickets when they are processsed.

SEE ALSO

kdest r oy(2), ki ni t (1) in the UNICOS User Commands Reference Manual, Cray Research publication
SR-2011

ker ber 0s(3K) in the Kerberos User’s Guide, Cray Research publication SG—2409

krb. conf (5) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014
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NAME

keyenvoy — Serves as intermediary to keyser v(8)

SYNOPSIS

/ et c/ keyenvoy

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The keyenvoy process is used by secure Remote Procedure Call (RPC) programs to communicate with the
key server, keyser v(8). For security reasons, the key server does not communicate with anything but local
root processes;, keyenvoy isaset ui d root process that acts as an intermediary between a user process
and the key server.

NOTES

The keyenvoy process is dynamically created and destroyed by both client and server programs that use
secure RPC. The process of creating and destroying the keyenvoy process occurs within the RPC library,
and it is transparent to the user.

You can find further information about using secure RPC in the Remote Procedure Call (RPC) Reference
Manual, Cray Research publication SR—2089.

The keyenvoy program cannot be run interactively.

SEE ALSO
keyser v(8)
Remote Procedure Call (RPC) Reference Manual, Cray Research publication SR—2089
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NAME

keyser v — Stores public and private encryption keys

SYNOPSIS

[ etcl/ keyserv [-n]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The keyser v daemon is used for storing the private encryption keys of each user logged into the system.
These encryption keys are used for accessing secure network services, such as Secure RPC. When a user
logs in to the system, the | ogi n(1) program usually uses the password to decrypt the user’s private
encryption key stored in a network information service (N1S) database, and then the keyser v daemon
stores the decrypted key.

Usually, the key for root is read from the / et ¢/ . r oot key file when the daemon is started up. Thisis
useful during power-fail reboots when no one is around to type a password, yet you still want the secure
network services to operate normally.

The keyser v daemon is a Remote Procedure Call (RPC) program, which is registered with por t map(8) as
program number 100029. The keyser v daemon is normally initiated from the net st art (or equivalent)
script at boot time.

The keyser v daemon catches the SI GHUP signal and reregisters itself with por t map(8) when it receives
the signal. This enables keyser v to continue running properly when por t map must be restarted.

The keyser v daemon accepts the following option:

-n  Prompts for the password to decrypt the root key stored in the NIS, rather than reading the root key
from/ et c/.root key. The decrypted key is then stored in/ et ¢/ . r oot key for future use. This
option is useful if the/ et c/ . r oot key file ever becomes out-of-date or corrupted.

FILES
[ etc/.rootkey File that stores the root key

SEE ALSO
keyenvoy(8), port map(8)

keyl ogi n(2), I ogi n(1) in the UNICOS User Commands Reference Manual, Cray Research publication
SR-2011
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NAME

killall — Killsall active processes

SYNOPSIS
fetc/killall [-n namelist] [-x pid[,pid...]] [signal]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

Theki |l al | command is used by the shut down(8) procedure to kill al active processes not directly
related to shut down. Theki | I al | command terminates all processes with open files so that the mounted
file systems will not be busy and can be unmounted.

killall sendssignal (seekill (1)) to all remaining processes not belonging to the preceding group of
exclusions and not specifically excluded by the - x option. If no signal is specified, the ki | | al | command
uses a default of 9.

Only an appropriately authorized user can use this command.
Theki Il al | command accepts the following options:
-n namelist  Specifies an aternative system namelist file in place of / uni cos.

- X pid Excludes the given process IDs from the list of processes that receive the signal.

NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm Allowed to use this command.

If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.

SEE ALSO

shut down(8)
ki ll (1), ps(1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
si gnal (2) in the UNICOS System Calls Reference Manual, Cray Research publication SR—2012
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NAME

kl ogi nd — Remote login server

SYNOPSIS

[ etc/kl ogi nd
/ et c/ ekl ogi nd

IMPLEMENTATION

All Cray Research systems

DESCRIPTION

434

kl ogi nd is the server for the Kerberos version of the r | ogi n(1B) program. The server provides a remote
login facility with authentication provided by Kerberos.

kl ogi nd listens for service requests at the port indicated in the kl ogi n or ekl ogi n service specification;
see servi ces(5).

Invocation as kl ogi nd is intended for normal hosts to which password access is granted if Kerberos
authorization fails. Invocation as ekl ogi nd provides an encrypted communications channel.

When a service request is received, the server checks the client’s source address and requests the
corresponding host name (see get host byaddr (3C), host s(5), and nanmed(8)). If the host name cannot
be determined, the dot-notation representation of the host address is used.

After the source address is checked, kl ogi nd allocates a pseudo-terminal (see pt y(4)), and manipulates
file descriptors so that the slave half of the pseudo terminal becomes the st di n, st dout , and st derr for
alogin process.

The parent of the login process manipulates the master side of the pseudo terminal, operating as an
intermediary between the login process and the client instance of the r | ogi n program. When kI ogi nd is
invoked as ekl ogi nd, all data that passes over the network is encrypted. In normal operation, the packet
protocol that is described in pt y(4) is invoked to provide S/ ~Q type facilities and to propagate interrupt
signals to the remote programs. The login process propagates the client terminal’s baud rate and terminal
type, as found in the TERM environment variable (see envi r on(7)). The screen or window size of the
terminal is requested from the client, and the window size changes from the client are propagated to the
pseudo terminal.

Because of export controls, data stream encryption through the use of ekl ogi nd is not supported outside of
the USA and Canada.
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MESSAGES

All diagnostic messages are returned on the connection associated with the st der r, after which any
network connections are closed. An error is indicated by a leading byte with a value of 1.

Messages are as follows:
Try agai n. This message indicates that a f or k(2) system call by the server failed.
/bin/sh: ... This message indicates that the user's login shell could not be started.

BUGS

A more extensible protocol must be used.

SEE ALSO
naned(8)
get host (3C) in the UNICOS System Libraries Reference Manual, Cray Research publication SR—2080
ker ber 0s(3K) in the Kerberos User’s Guide, Cray Research publication SG—2409

host s(5), ser vi ces(5) in the UNICOS File Formats and Special Files Reference Manual, Cray Research
publication SR—2014

envi r on(7) (available only online)
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NAME
kr bi pd — Validates Kerberos ticket address for Kerberos servers

SYNOPSIS
[ et c/ krbipd [-d]

IMPLEMENTATION
Cray PVP systems

DESCRIPTION

The kr bi pd daemon is a Remote Procedure Call (RPC)-based server that processes address checking
requests from kl ogi nd(8), kshd(8), and other Kerberos servers. The daemons kl ogi nd(8) or kshd(8)
send a request to kr bi pd when they detect an address mismatch between the address in the Kerberos
service ticket and the interface from which the ticket was received. If the addresses do not match, the

I ncorrect network address message is displayed, and the request is rejected.

If the kI ogi n(1) request to kl ogi nd(8) was sent through another interface than the one used to request
the service ticket, a mismatch occurs. kr bi pd checks the address it receives from kI ogi nd(8) against a
list of Internet Protocol (IP) addresses configured for the machine. If the kl ogi nd(8) address matches one
of these addresses, kr bi pd tells kI ogi nd(8) the address matched. The kl ogi nd(8) daemon processes
the authentication request.

The kr bi pd daemon accepts the following option:

-d Executesin debug mode. kr bi pd displays information about addresses being processed.

SEE ALSO
kl ogi nd(8), kshd(8)
ker ber 0s(3K) in the Kerberos User’s Guide, Cray Research publication SG—2409
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NAME

kshd — Provides remote shell server function

SYNOPSIS
/etc/kshd [-S tog]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The kshd is the server for the kerberized versions of the r sh and r cp commands. The server provides
remote execution facilities with authentication based on Kerberos.

The kshd command accepts the following option:

- Stos Directs kshd to set the IP Type-of-Service (TOS) option on the connection to the tos value. This
value can be a numeric TOS value or a symbolic TOS name found in the / et ¢/ i pt os file.

The kshd server listens for service requests at the port indicated in the kshel | service specification
(typically 544) (see ser vi ces(5)). When a service request is received, the following protocol is initiated:

1. The server reads characters from the socket up to a null (\O) byte. The resultant string is interpreted as
an ASCII number, base 10.

2. If the number received in step 1 is nonzero, it is interpreted as the port number of a secondary stream to
be used for the st derr. A second connection is then created to the specified port on the client’s
machine.

3. The server checks the client’s source address and requests the corresponding host name (see
get host byaddr (3C), host s(5), and naned(8)). If the host name cannot be determined, the
dot-notation representation of the host address is used.

4. A Kerberos ticket and authenticator pair are retrieved on the initial socket.

5. A null-terminated user name that consists of a maximum of 16 characters is retrieved on the initia
socket. This user name is interpreted as a user identity to use on the server’s machine.

6. A null-terminated command to be passed to a shell is retrieved on the initial socket. The length of the
command is limited by the upper limit on the size of the system’s argument list.

7. kshd validates the user according to the following steps:

a. Thelocal (server-end) user name is looked up in the password file, and a chdi r (2) to the user’s
home directory is performed.

b. If either the lookup or chdi r (2) fails, the connection is terminated.
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NOTES

c. The. Kkl ogi n file in the home directory mediates access to the account (through kuser ok (3K)) by
the Kerberos principal specified in the ticket or authenticator. If this authorization check fails, the
connection is terminated.

8. A null byte is returned on the initial socket and the command line is passed to the normal login shell of
the user. The shell inherits the network connections established by kshd.

On a UNICOS multilevel security (MLS) system, if this command is installed with a privilege assignment
list (PAL), a user with one of the following active categories is allowed to perform the action shown:

Active Category Action
system secadm sysadm Allowed to use this command.

On a UNICOS non-MLS system or a UNICOS MLS system with PRIV_SU enabled, the super user is
allowed to use this command.

MESSAGES

BUGS
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Except for the last message listed in this section, all diagnostic messages are returned on the initial socket,
after which any network connections are closed. An error is indicated by a leading byte with a value of 1 (0
is returned in step 8 when all of the steps prior to the execution of the login shell complete successfully).

remuser too |ong The name of the user on the remote machine consists of more than 16
characters.

Conmand t oo | ong The command line exceeds the size of the argument list (as configured into the
system).

Logi n incorrect No password file entry for the user name existed.

No renote directory Thechdir (2) command to the home directory failed.

Per m ssi on deni ed The authorization procedure described previously failed.

Can’t make pipe The pipe needed for the st der r was not created.
Try again A f or k(2) by the server failed.
shellname: ... The user’s login shell could not be started. This message is returned on the

connection associated with st der r, and it is not preceded by a flag byte.

A facility to allow all data exchanges to be encrypted should be present. Y ou should use a more extensible
protocol.
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Because of export controls, data stream encryption is not supported outside of the United States and Canada.

SEE ALSO
naned(8)
get host (3C) in the UNICOS System Libraries Reference Manual, Cray Research publication SR—2080
ker ber 0s(3K), kuser ok(3K) in the Kerberos User’s Guide, Cray Research publication SG—2409

host s(5), servi ces(5) in the UNICOS File Formats and Special Files Reference Manual, Cray Research
publication SR—2014
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NAME

| abel i t — Reads or writes file system labels and security labels

SYNOPSIS

[etc/labelit [-c comparts] [-] mingvl] [-u maxsivl] [- s] device [fsname volname]

IMPLEMENTATION

All Cray Research systems

DESCRIPTION

NOTES

440

Thel abel i t command provides initial labels or changes existing labels for unmounted file systems. You
must be an appropriately authorized user to use this command; see the NOTES section.

Whenever you use | abel i t to set alabel on afile system, the action is recorded in the security log.

If you do not specify options or operands, | abel i t prints current label values, the file system’s minimum
and maximum security levels, and valid compartments. If no options or operands are specified, the file
system may be mounted. When setting the file system label range, the maximum label must dominate the
minimum label.

Thel abel i t command accepts the following options and operands:

- ¢ comparts Specifies the file system’s valid compartment set to be written in the label. This option is
not available on pre-UNICOS 6.0 file systems.

-1 mingvl Specifies the file system’s minimum security level to be written in the label. Can be either
a decimal integer or level name.

- U maxsivl Specifies the file system’s maximum security level to be written in the label. Can be
either a decimal integer or level name.

-S Permits changing the security level or compartments on a file system after the label has
been set initially. You must specify the - u, - |, and - ¢ options when using the - s
option.

device Name of block specia file for file system; required operand.

fsname volname  Specifies the file system name, fsname, and the volume name, volname, to be written in
the label (seef s(5)).

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories may perform the actions shown:

Active Category Action

system secadm Allowed to use this command.

SR-2022 10.0



LABELIT(8) LABELIT(8)

sysadm Allowed to use this command. Shell redirected 1/0O is subject to security label
restrictions.

If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.

The following two options have been preserved for compatibility with previous versions of the | abel i t
command:

-f fsname  Specifies the file system name to be written in the label.
- v volname Specifies the volume name to be written in the label (see f s(5)).
Minimum and maximum security levels are checked to verify that minglvl is less than or equal to maxsivi.
Mounted file systems can be labeled with | abel i t ; however, the new label information will not take effect
until the file system has been remounted (that is, unmounted, then mounted again).
SEE ALSO
f sck(8), nkf s(8), nount (8)
df (1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011

f s(5) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

General UNICOS System Administration, Cray Research publication SG—2301
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NAME

| ast | ogi n — Records last login of each user

SYNOPSIS

fusr/lib/facct/lastlogin [-c infilg]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

Thel ast | ogi n command updates / usr/ adm acct / suni | ogi nl og with the last date on which each
user logged in. | astl ogi n isinvoked by both the standard UNIX System V accounting and Cray
Research system accounting (CSA) packages as part of the daily accounting run. By default, | ast | ogi n
processes the file / usr / adm acct/ ni t e/ ct acct . MMDD, which is a standard UNIX System V
accounting total accounting fileint acct . h format.

Thel ast | ogi n command accepts the following option and argument:
- c infile  Specifiesthat | ast | ogi n should process infile, which isin CSA cacct . h format.
EXAMPLES

The following example is a possible entry for the / usr / spool / cr on/ cr ont abs/ r oot file so that
cr on(8) automatically runs dodi sk(8):

30 10 * * 1-5 Jusr/lib/acct/dodisk -a -v 2> [usr/adnf acct/nite/dskl og

FILES
/usr/adm acct/sum Summary directory

SEE ALSO
acct (8), acct sh(8), prdai | y(8), runacct (8)
UNICOS Resource Administration, Cray Research publication SG—2302
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NAME

| dcache — Assigns and displays logical device cache

SYNOPSIS

/etc/ldcache -1 dev [-h high[,low]] [-n units] [-r rate] [-s size] [-t type] [- x max[,min]]
[-p] [-W

/etc/ldcache
/etc/ldcache
/etc/ldcache
/etc/ldcache

al -b
] -i

[_
[_
[ file]
[_

— =

IMPLEMENTATION
Cray PVP systems

DESCRIPTION

The | dcache command assigns and displays SSD or BMR cache characteristics for logical devices; it may
be issued at any time. SSD space for logica device cache is allocated from the SDS (see ssbr eak(2))
memory pool. Cache for logical devices is specified as a number of units and the size of each unit. The
ratio between these values is chosen depending on the predicted number of files usually open on the device
at the same time.

All 1/O to afile system goes through the logical device cache unless you specify that a particular file should
bypass the cache. You can bypass the logical device cache by setting the O_LDRAWand the O_RAWflags
with the open(2) system call.

An appropriately authorized user can assign, change, or release cache by using the following options:

-1 dev Specifies the name or number of the logical device. Optionally, dev may be the mount point
(file system name) of alogical device. If dev is a device or file system name, it must begin
with / . If the file system name is used, the file system must be mounted.

- h high, low Specifies threshold values for dirty units in cache. high specifies the maximum number of
dirty units that may be in cache at any one time. If the number of dirty units exceeds high,
new reguests to dirty units will sleep until the number falls below the threshold. When the
number of dirty units in cache exceeds low, the system automatically starts flushing the oldest
dirty units down to the level specified by low. If low is not specified, it defaults to the same
value as high. To disable the threshold parameters set high to O (the default).

- n units Specifies the number of cache units to be assigned. If 0, all cache for the device is released.
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-s size Specifies the size of each cache unit in 4096-byte blocks. The size specified must be a
multiple of the largest I/O unit of any of the underlying devices of any of the underlying
physical dlices (pdds) for the logical device (specified with -1). The I/O unit of a pdd is its
sector size in 4096-byte blocks. For example, the 1/0O unit size (sector size) of a DD-60 disk
driveis 4. The I/O unit size (sector size) of an SSD is 1. The system is shipped with a
maximum cache unit size of 256.

-t type Specifies the memory type for cache. The value for type can be BMVR (buffer memory), VEM
(main memory), or SSD. The default is SSD.

-x maxmin Defines the | dcache aging parameters. max specifies the maximum age in seconds any unit
in the cache may be before | dcache starts automatically flushing units. All units older than
min seconds are flushed. If min is not specified, it defaults to the same value as max. To
disable trickle sync set max to O (the default).

-p Specifies that cache is to be assigned on a per-disk basis. When this option is used - n
number of units of cache is assigned to each physical device composing the logical device.
Each unit is assigned to a particular physical device and may not be allocated to another
physical device in the logical device.

-w Specifies that the cache unit is "write-through.” When this option is specified, the write block
is not kept in the logical device cache, but it is written asynchronoudly to disk. This option
should be used only when | dcache - a shows a significantly greater number of reads than
writes; using this option decreases performance for other types of applications.

CAUTION: Using this option significantly decreases performance for applications that write
data out, then immediately reuse the data.

An appropriately authorized user can also assign, change, or release cache entries by using an input file (or
st di n) with the following options:

-f file Specifies the file in which the cache descriptions reside. The file format appears as described
below.

- Specifies that the cache descriptions should be read from st di n. The input format appears
as described below.

The cache description file must be in the following format:

logical_device type # units size 4k blocks [ max],min] [high[,low]]]
Each field is separated by white space. All lines that begins with a # character (or blank lines) are ignored.
Example:

/dev/dsk/ptnp SSD 500 48 300,240 400, 350
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Any user can display cache statistics by using the following options:

-a Displays devices that have any read or write operations, even though no cache is attached.
You cannot specify this option with the -1 or - r option.

-b Displays cache to user and cache to disk statistics. This gives the best indication of the
effectiveness of cache. You cannot specify this option with the -1 or - r options.

- Displays the static configuration parameters for each Idcached device. You cannot specify this
option with the-1 or - r options.

-r rate Specifies the refresh rate (in seconds) for a detailed display. The default rate is 1 second.
You cannot specify this option with the - a, - b, or -i options.

If no options are specified, | dcache displays general information about all devices with cache in the
following format:

T wunit size reads wites hits m sses rate name

The T column indicates the memory type; B indicates BMR, Mindicates main memory, and S indicates SSD.
If you specify the - b option, the output is in the following format:

Cache to user Cache to disk Cache/disk ratio
Reads Wites Reads Wites Read Wite Tot al Name

If adeviceis specified (using the - | option) without parameters to modify its cache, | dcache provides a
display of detailed information refreshed at either the default rate of 1 second or at the rate specified with the
-r option. This display provides information relative to the time | dcache isinvoked and is useful for
monitoring a cache for a particular time dlice.

The display format is as follows:

devi ce nane time

Read data Wite data
Bl ocks transferred:
Cache to user:
Cache to disk:
Cache/ di sk ratio:
Avg request | ength:
Lst transfer rate:
Max transfer rate:
Cache hits:
Cache mi sses:
Cache hit rate:
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NOTES

This display also accepts the following commands:
n Goes to next device with cache attached

+ Increases refresh interval by 1 second

- Decreases refresh interval by 1 second

c Clears counters to O

If this command is installed with a privilege assignment list (PAL), a user who is assigned the following
privilege text upon execution of this command is allowed to perform the action shown:

Privilege Text Action
set Allowed to assign, change, and release Idcache entries.

If this command is installed with a PAL, a user with one of the following active categories is alowed to
perform the action shown:

Active Category Action
system secadm sysadm sysops Allowed to assign, change, and release | dcache entries.

If the PRI V_SU configuration option is enabled, the super user is allowed to assign, change, and release
| dcache entries.

SEE ALSO
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| dsync(8)
pri vt ext (1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
open(2), ssbreak(2) in the UNICOS System Calls Reference Manual, Cray Research publication SR—2012

dsk(4), ssd(4) in the UNICOS File Formats and Special Files Reference Manual, Cray Research
publication SR—2014

General UNICOS System Administration, Cray Research publication SG—2301
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NAME
| dsync — Fushes logical device cache to disk

SYNOPSIS
[etc/ldsync [-] dev]

IMPLEMENTATION
Cray PVP systems

DESCRIPTION

The | dsync command flushes data from all logical device cachesto disk. The -1 option can be used to
flush cache for a single logical device. Only data that has been written to cache but not disk is affected.
| dsync does not invalidate data in the cache.

-1 dev Specifies the name or number of the logical device.

When you use the - | option to use | dsync on alogical device basis, disable LDSYNCTM To do this,
manually set | dsynct minthe/ et ¢/ i ni tt ab file or change LDSYNCTMin
fusr/src/cmd/init/conf.c toavaue greater than 1000000 and rebuild/ et c/init.

NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm sysops Allowed to specify any device.
If the PRI V_SU configuration option is enabled, the super user is alowed to specify any device.

CAUTIONS

The | dsync command should always be issued before taking down the system. It should always be issued
after a sync(1) command, rather than before it; otherwise, the sync data for an | dcache file system does
not make it to the disk until the next | dsync is issued.

SEE ALSO

| dcache(8)

sync(1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
sync(2) in the UNICOS System Calls Reference Manual, Cray Research publication SR—2012
General UNICOS System Administration, Cray Research publication SG—2301
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NAME
['i nk, unlink — Executes| i nk(2) and unl i nk(2) system calls

SYNOPSIS
/etc/link oldfile newfile
[/ etc/unlink file
IMPLEMENTATION
All Cray Research systems

DESCRIPTION
Thel i nk and unl i nk commands perform their respective system calls on their operands, abandoning all
error checking.

NOTES

The unl i nk command does not remove a directory from the file system, it simply unlinks the reference
from the specified directory. Use of unl i nk(8) on directories by privileged users can cause file system
errors (unlinked inodes) which can be fixed using f sck(8). A privileged user should use r ndi r (8) to
remove a directory from the file system.

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm Allowed to link or unlink any file or directory.

sysadm Allowed to link or unlink any file or directory that has the same security label as the
user. Shell redirected 1/O is subject to security label restrictions.

If the PRI V_SU configuration option is enabled, the super user is alowed to link or unlink any file or
directory.

SEE ALSO

r m(1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
[ i nk(2), unl i nk(2) in the UNICOS System Calls Reference Manual, Cray Research publication SR—2012
General UNICOS System Administration, Cray Research publication SG—2301
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NAME

LMDD(8)

| mdd — Moves I/O for performance and debugging tests

SYNOPSIS

| mdd [option=valug] ...

IMPLEMENTATION

All Cray Research systems

DESCRIPTION

| mdd copies a specified input file to a specified output and prints out timing statistics. Primarily used for

timing 1/0.

The | ndd command accepts the following options:

i f =name

of =name

bs=n

i pat =n

opat =n

Input file taken from name. The following indicate standard input: -, O, st di n. Default name
isi nternal, aspecia file that mimics / dev/ zer o by providing a buffer of zeroes without
doing a system call.

Output file taken from name. The following indicate standard input: -, 1, st di n. Default
nameisi nt er nal , a specia file that mimics/ dev/ nul | by removing data without doing a
doing a system call.

Input and output block size are n bytes. Default is 8192. Block size can be followed by k, m
or g to indicate kilobytes (*1024), megabytes (*1024* 1024), or gigabytes (*1024* 1024* 1024)

respectively. bs=n is different from dd(1), which has a 512 byte default.

Expects a known pattern in the file if n is non zero. (See opat option below.) The pattern is a

sequence of four byte integers: the first is 0, the second is 1, and so on. The default is not to
check for the pattern. Mismatches are displayed.

Generates a known pattern on the output stream if n is non zero. Used for debugging file
system correctness. The default is not to generate the pattern.

m smat ch=n

ski p=n
fsync=n
sync=n

r and=n

count =n
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Stops at the first mismatched value if n is non zero. Used with the ipat option above.

Skips n input blocks before starting copy.

Cdlls f sync(2) on the output file before exiting or printing timing statistics if n is non zero.
Calls sync(2) before exiting or printing timing statistics if n is non zero.

Turns on random behavior. n is the size used as the upper bound for seeks. Block size can be
followed by k or mto indicate kilobytes (*1024) or megabytes (* 1024* 1024).

Copies only n input records.
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print=n Maodifies the printout at the end of the run. n is an integer between 0 and 5 as follows: 0
means no printout, 1 means latency style printout (useful for randoms), 2 means microsecond
latency printout, 3 means Kbytes/second printout, 4 means Mbytes/second printout, and 5 means
output suitable as xgr aph(1). Default is a bandwidth style printout.

| abel =string
Prints out the string before the results. Useful if you are running multiple | ndds in parallel.
Use the label argument i f =arg to sort the results.

WARNING: Because multiple pri nt f s are sent to st der r, output may be mixed up.

nove=n  Moves n bytes of data. Useful when you want to cycle through block sizes, but always move
approximately the same amount of data.

buf s=n  Cycles through n different buffers.
t ouch=n Touches each buffer after the 1/0O.
hash=n  Prints a hash mark for every block read and written (like FTP) if n is non zero.

EXAMPLES
The following example measures disk performance:

# | ndd of =XXX bs=4m npve=100m
100.00 MB in 3.14 secs, 31.89 MB/ sec
# I nmdd i f=XXX bs=4m nove=100m
100.00 MB in 1.63 secs, 61.40 MB/ sec

SEE ALSO
bds(8)
xgr aph(1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
f sync(2), sync(2) in the UNICOS System Calls Reference Manual, Cray Research publication SR—2012
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NAME

| ockd — Processes NFS file lock requests

SYNOPSIS
/etc/lockd [-t timeout] [-g graceperiod]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The | ockd daemon processes lock requests that are sent either locally by the kernel, or remotely by another
lock daemon. | ockd forwards lock requests for remote data to the server site lock daemon through Remote
Procedure Call (RPC) and external Data Representation (XDR). | ockd then requests the status monitor
daemon, st at d(8), for monitor service. The reply to the lock request is not sent to the kernel until the
status daemon and the server site lock daemon have replied.

The | ockd daemon accepts the following options:
%- o openfile Allows you to increase the number of file descriptors you can open on behalf of users.

-t timeout Uses timeout seconds as the interval, rather than the default value (15 seconds) to
retransmit a lock request to the remote server.

- g graceperiod  Uses graceperiod seconds as the grace period duration, rather than the default value (45
seconds).

If either the status monitor or server site lock daemon is unavailable, the reply to a lock request for remote
data is delayed until all daemons become available.

When a server recovers, it waits for a grace period for al client-site lock daemons to submit reclaim
requests. Client-site lock daemons, on the other hand, are notified by the status monitor daemon of the
server recovery and promptly resubmit previously granted lock requests.

NOTES

If your system is licensed for ONC+™, | ockd will also register for version 4 of the nl ockngr protocol.
This protocol is necessary for file locking on network file system (NFS) version 3 file systems.

SEE ALSO
st at d(8)
fcnt 1 (2) in the UNICOS System Calls Reference Manual, Cray Research publication SR—2012
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NAME

| pc — Controls the operation of the line printer

SYNOPSIS

[etc/| pc [command [argument...]]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The | pc command controls the operation of the line printer system. For each line printer configured in the
[ etc/printcap file | pc performs the following tasks:

¢ Disables or enables a printer

¢ Disables or enables a printer’s spooling queue

* Rearranges the order of jobs in a spooling queue

¢ Finds the status of printers and their associated spooling queues and printer daemons

Without any operands, | pc prompts for commands from standard input. If you specify arguments, | pc
interprets the first operand as a command and the remaining arguments as operands to that command. You
can redirect standard input, causing | pc to read commands from the file. The following list contains
commands that | pc accepts (commands may be abbreviated):

?[ commands]
hel p [ commands] Prints a short description of each command specified in the argument list, or, if no
arguments are given, a list of the recognized commands.

abort printers

abort all Terminates an active spooling daemon on the local host immediately and then
disables printing for the specified printers (preventing new daemons from being
started by | pr (1B)). If the specified printer isal | , all printers are disabled.

cl ean printers

cl ean al | Removes any temporary files, data files, and control files that cannot be printed (that
is, does not form a complete printer job) from the specified printer queue(s) on the
local machine. If the specified printer isal |, al printer queues are affected.

di sabl e printers
di sabl e al | Turns off the specified printer queues. This prevents | pr from entering new printer
jobs into the queue. If the specified printer isal | , al printer queues are turned off.
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down printers message

down al | message

enabl e printers
enabl e al |

exit

qui t

restart printers
restart all

start printers
start all

st at us printers
status all

st op printers
stop all

t opq printer [jobnum..

up printers
up all
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Turns off the specified printer queue, disables printing, and puts message in the
printer status file. The message does not have to be quoted; the remaining
arguments are treated like echo(1). This command allows you to take a printer
down and lets others know why (I pqg indicates that the printer is down and prints
the status message). If the specified printer isal | , all printer queues are turned off.

Enables spooling on the local queue for the listed printers. This alows | pr to put
new jobs in the spool queue. If the specified printer isal | , al printer queues have
spooling enabled.

Exits from | pc.

Attempts to start a new printer daemon. This action is useful when an abnormal
condition causes the daemon to die, leaving jobs in the queue. | pq reports that no
daemon is present when this condition occurs. If you are super user, try to abort the
current daemon first (that is, kill and restart the daemon). If the specified printer
daemonisal | , al printer daemons are started.

Enables printing and starts a spooling daemon for the specified printers. If the
specified printer is al | , al printers have printing enabled and a spooling daemon
started.

Displays the status of daemons and queues for the printer on the local machine. If
the specified printer is al | , the status of daemons and queues for al printersis

displayed.

Stops a spooling daemon for the specified printer after the current job completes and
disables printing. If the specified printer is al | , spooling daemons for all printers
are stopped.

J[user...]

Places the jobs (specified by number) in the order listed at the top of the printer
queue. If you specify user, the jobs that belong to that user or users are placed at
the top of the queue.

Enables everything for the specified printer and starts a new printer daemon. If the
specified printer is al | , everything is enabled for all printers. This command
reverses the effects of the down command.
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NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm Allowed to use this command.

If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.

MESSAGES
?Anbi guous commrand The command abbreviation matches more than one command.
?l nvalid conmand No such command exists.
?Privil eged command The specified command can be executed only by root.
FILES
[etc/printcap Printer description file
[ usr/spool / * Spool directories
[ usr/spool /*/1 ock Lock file for queue control
SEE ALSO
| pd(8)

[ pq(1B), | pr (1B), | pr m(1B), pri vt ext (1) in the UNICOS User Commands Reference Manual, Cray
Research publication SR—2011

print cap(5) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME

| pd — Provides line printer daemon function

SYNOPSIS
fusr/lib/lpd[-1][-S tos] [portnumber]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The | pd program is the line printer daemon (spool area handler) and usualy is invoked at boot time by
using the net st ar t (8) script. It checks for the existing printers in the pri nt cap(5) file and prints any
files that remain after a crash. It then usesthel i st en(2) and accept (2) system calls to receive requests
to print files in the queue, transfer files to the spooling area, display the queue, or remove jobs from the
gueue. In each case, it creates a child process (by using f or k(2)) to handle the request so that the parent
can continue to listen for more requests. The Internet port number used to rendezvous with other processes
usually is obtained with get ser vbynane (see get ser v(3C)), but you can change it with the portnumber
argument.

The options are as follows:
-1 Directs | pd to log valid requests that are received from the network, which can be used for
debugging.

-Stos Directs | pd to set the IP Type-of-Service (TOS) option on its network connection to the
value tos, which can be a numeric TOS value or a symbolic TOS name found in the
[ etcliptos file

portnumber  Specifies port number used to rendezvous with other processes.
The | pd program controls access in the following two ways:

¢ All requests must come from one of the machines listed in the / et ¢/ host s. equi v or
/et c/ hosts. | pd file

¢ |f ther s capability is specified in the pri nt cap entry for the printer being accessed, | pr (1B) requests
are honored only for the users who have accounts on the machine by using the printer.

The mi nf r ee file in each spool directory contains the number of disk blocks that must be left free so that
the line printer queue does not fill the disk. You can edit the m nf r ee file with any text editor.

The UNICOS system takes several measures to enforce mandatory access controls. The | pr (1B) program
and | pd daemon use multilevel spool directories to segregate spool files that have different security labels.
The | pd daemon operates at the security label of the current printer spool directory so that mandatory access
controls for those spool files are enforced. The | pd daemon may use the optional ni and ma printcap
capabilities to limit access beyond that enforced by the mandatory access controls; the printcap capabilities
do not override the mandatory access controls.
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The | ock file in each spool directory prevents multiple daemons from becoming active simultaneously, and
it stores information about the daemon process for the | pr (1B), | pq(1B), and | pr m(1B) commands. (On
UNICOS systems using multilevel directories, the | ock fileisinthe. m d directory.) After the daemon
successfully set the lock, it scans the directory for files that have the suffix cf. Linesin each cf file specify
files to be printed or nonprinting actions to be performed. Each line begins with one of the following key
characters that specifies what must be done with the remainder of the line:

C  Classification; string to be used for the classification line on the burst page.

G f pl ot file that contains data produced by ci f pl ot .

DVI file that contains TeX output (device independent (DV1) format from Stanford).
Formatted file or name of afile to print that is already formatted.

Graph file that contains data produced by pl ot .

- O O

T «

Host name or machine name at which | pr (1B) is invoked.

Indent or the number of characters to indent the output (in ASCII).

Job name or string to be used for the job name on the burst page.

oo

Literal or identification information from the password file that prints the banner page.

Similar to f , but passes control characters and does not make page breaks.

<

Mail or sends mail to the specified user when the current print job completes.

N File name of file being printed, or a blank for the standard input (when | pr (1B) isinvoked in a
pipeline).

n di t rof f file that contains device-independent t r of f output.

P Person or login name of the person who invoked | pr (1B). | pr m(1B) verifies ownership with this
line.

p Print or name of afile to print by using | pr (1B) as afilter.

-

File that contains text data with Fortran carriage control characters.

Symboalic links.

Title or string to be used as the title for | pr (1B).

trof f filethat containst r of f (1) output (cat phototypesetter commands).

Unlink or name of file to remove after completing printing.

File that contains a raster image.

Width or changes in the page width (in characters) used by | pr (1B) and the text filters.
troff font R or name of the font file to use instead of the default.

troff font | or name of the font file to use instead of the default.

trof f font B or name of the font file to use instead of the default.

OOI\JH§<C'-"_|U)
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4 trof f font S or name of the font file to use instead of the default.

If afile cannot be opened, a message is logged with sysl og(3C). | pd tries up to 20 times to reopen afile;
after 20 attempts, it skips the file to be printed.

The | pd program uses the lock file to prevent multiple daemons from becoming active simultaneously. If
the daemon is killed or dies unexpectedly, the lock file does not have to be removed. The lock file is kept in
a readable ASCII form and contains the following items:

* The process ID of the daemon.
* The control file name of the current job being printed. This line is updated to reflect the current status of
| pd for the programs | pg(1B) and | pr m(1B).
NOTES

If this command is installed with a privilege assignment list (PAL), a user who is assigned the following
privilege text upon execution of this command is allowed to perform the action shown:

Active Category Action
adm n Allowed to start | pd.

If this command is installed with a PAL, a user with one of the following active categories is alowed to
perform the actions shown:

Active Category Action

secadm sysadm Allowed to start | pd.

If the PRI V_SU configuration option is enabled, the super user is allowed to start | pd.
Cray Research systems do not support the pl ot , ci f pl ot, TeX, and t r of f programs.

I pd will fail to print afile if the print device is not secure or the NAL entry for the remote host does not
permit the transfer.

FILES

/ dev/ | p* Line printer devices

/dev/printer Socket for local requests

[ etc/ hosts. equiv List of machine names that are allowed printer access

/etc/hosts. | pd List of machine names that are allowed printer access, but not under same
administrative control

/etc/printcap Printer description file

[ usr/spool / * Spool directories

[ usr/spool /*/ m nfree Minimum free space to leave
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SEE ALSO
brc(8), | pc(8)

[ pq(1B), | pr (1B), | pr m(1B), pack(l), pri vt ext (1) in the UNICOS User Commands Reference
Manual, Cray Research publication SR—2011

accept (2), I i st en(2) in the UNICOS System Calls Reference Manual, Cray Research publication
SR-2012

get ser v(3C), sysl 0g(3C) in the UNICOS System Libraries Reference Manual, Cray Research publication
SR-2080

print cap(5) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME

| pt est — Generates line printer ripple pattern

SYNOPSIS
[usr/uchb/| ptest [length [count]]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The |l pt est command writes the traditional "ripple test" pattern on standard output. This pattern prints all
95 printable ASCII characters in sequence. While originally created to test printers, it is useful for testing
terminals, driving terminal ports for debugging purposes, or any other task for which a quick supply of
random data is needed.

The | pt est command accepts the following operands:
length  Specifies the output line length. The default length is 79.

count  Specifies the number of output lines to be generated. The default count is 200. If you specify
count, you must also specify length.
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NAME

LRMT(8)

I rnt — Copies datato r nt (8) command on network

SYNOPSIS

[rnt -n [uid@machine: device -d dest [-p pname] [- ¢ capacity] [- b nbs, pbs]

IMPLEMENTATION

All Cray Research systems

DESCRIPTION

Thel rmt program is aloca interface that handles the network communication side of / et ¢/ dunp and

/ et c/ rest or e when these two programs are functioning as r dunp and r r est or e, respectively. For
example, r dunp is implemented as a shell script that pipes data from dunp into | r mt and from there onto
the network. The program is cataloged separately to permit easier testing and to permit other network data
passing applications.

Thel r mt program accepts the following parameters:
- n [uid]@nachine: device

- d dest

- p pname

- C capacity

- b nbs, pbs

SEE ALSO

Required parameter. machine is the network name at which r nt (8) will execute. device is
the name of afile at machine. For example, to write a tape on node_xx, use

-n node_xx:/dev/m 0. Though | r nt requires root privileges to use the r crrd()
library routine, the optional uid@field permits the remote / et ¢/ r nt to run as the named
user.

Required parameter. dest (destination) can be either - d p, which means that data leaving
I rnt will be placed on the pipe, or - d n, which means that data leaving | r mt will go to
the network socket.

A named pipe to be used for passing data on the local machine. If you do not specify this
option, the defaults are st di n (if -d n) or st dout (if -d p).

The capacity, in megabytes, of a remote output tape device. The default value is infinite.
If you do not specify this option, the program will pause when each output volume is full.
After an operator input signifying that the next output volume is mounted, the program
continues.

An optional parameter that specifies the buffer sizes to be used on the network or on the
pipe. The defaultis-b 32768, 32768.

dunp(8), r est or e(8), r nt (8)
r cnd(3C) in the UNICOS System Libraries Reference Manual, Cray Research publication SR—2080
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NAME

makedbm— Creates a network information service (NIS) dbmfile

SYNOPSIS

[ etc/yp/ makedbm [-i yp input_file] [- 0 yp output_name] [-d yp_domain_name]
[- myp master_name] infile outfile
[ et c/yp/ makedbm [- u dbnfile]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The makedbmcommand converts infile into a pair of files, . pag and . di r, in dbm(3C) format. Each line
of the input file is converted to one dbmrecord. All characters up to the first tab or space form the key, and
the rest of the line is the data. If aline ends with \ , the data for that record is continued on to the next line.
It is left for the clients of the network information service (NIS) (formerly called yellow pages) to interpret

#, makedbmdoes not treat it as a comment character. infile can be - ; in which case, standard input is read.

Use makedbmto generate dbmfiles for NIS, and it generates a special entry with the key yp last_modified,
which is the date of infile (or the current time, if infile is - ).

The makedbmcommand accepts the following options:

-1 yp_input_file
Creates a special entry by using the key yp_input_file.

- 0 yp_output_name
Creates a special entry by using the key yp_output_name.

- d yp_domain_name
Creates a special entry by using the key yp_domain_name.

- myp_master_name
Creates a special entry by using the key yp_master_name. If no master host name is specified,
yp_master_name is set to the local host name.

- u dbrrfile
Undoes the specified dbmfile; that is, makedbmprints out a dbmfile, one entry per line, with a
single space separating keys from values.

infile  Specifies files to be converted.

outfile Specifies name of output dbmfile.
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EXAMPLES

It is easy to write shell scripts to convert standard files in passwd(5) format to the key value form used by
makedbm The following example takes a file in passwd(5) format and converts it to a form that can be
read by nakedbmto make the NIS file passwd. bynane:

#1/ bi nf anwk -f
BEGIN{ FS = ":"; OFS = "\t"; }
{ print $1, $0 }

That is, the key is a user name, and the value is the remaining line in the password file.

SEE ALSO

yppasswd(1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
dbm(3C) in the UNICOS System Libraries Reference Manual, Cray Research publication SR—2080
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NAME
map_rnbone — Obtains routing information from multicast routers and builds a topological map from the
information

SYNOPSIS
map_nbone [-d [debuglevel]] [-f] [-9] [-n] [-r retries] [-t timeout] [router]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The map_nbone command obtains multicast information from the specified router (which should be a host
name or a host address), and attempts to build a topologica map from the information. If no router is
specified, map_nbone floods the routing graph with queries to build the map.

The map_nbone command accepts the following options and arguments:

- d [debuglevel]  If the - d option is specified with no argument, the debug level defaults to 2. Debug
levels have the following effects:

Level 1 Prints all logged messages to st derr .
Level 2 Prints all level 1 messages plus notifications of significant events to st derr .

Level 3 Prints all level 2 messages plus notifications of all packet arrivals and
departuresto st derr .

-f Floods the routing graph with queries. This is true by default unless the router is
specified.

-g Generates output in GraphEd format.

-n Represses look-up of domain name server (DNS) names for routers.

-r retries Sets the number of retries when requesting information from a router. Default is 3
retries.

-t timeout Sets the time out in seconds when waiting for a response from a router. Default is 4
seconds.

router Specifies the router using either a host name or a host address.

SEE ALSO

nT out ed(8), nri nf 0(8)

SR-2022 10.0 463



MDDCONF(8) MDDCONF(8)

NAME
nmddconf — Displays or changes a mirrored disk configuration

SYNOPSIS
nmddconf [-w on[of f] [[sign] permissions] [[namel] [name?] ...]

IMPLEMENTATION

Cray PVP systems with 1/0 subsystem model E
CRAY J90 series
CRAY EL series

DESCRIPTION

The mddconf program changes or reports the current configuration of the components of a mirrored special
device (/ dev/ ndd/ name). More specifically, you can use this command to disable a single component
that will be removed for repairs, to tune the entire mirror for faster read operations, or to select the
component to be used to initialize the mirror.

The mddconf program accepts the following option and operands:

- won[of f
Enables or disables the write-behind option of write I/O.

on: Write-behind enabled
of f:  Write-behind disabled

[sign] permissions
Specifies a new configuration for the mirror. The configuration is installed to the kernel-resident
mirror table. This option is location-dependent; it must be placed where the get opt scan ends. It is
distinguished from the file names by first character, sign.

The sign argument may be plus (+) or minus (- ). A + specifies that the bits identified in the
configuration are to be ORed into from the current specification. A - specifies that the bits identified
in the configuration are to be removed from the current specification.

The permissions argument may be in the alphabetic form r wx (or any combination of r, w, and x) or
in the numeric form nnn.

The aphabetic specification of the configuration applies mirror-wide; thus, the r character means that
all components of the mirror are enabled for reading, the w character that all components are enabled
for writing.

A numeric specification of the configuration permits the configuration to be specified on a
component-by-component basis. The bottom 3 bits belong to the first component device of the mirror,
the next 3 hits to the second, and so on. An octal digit (octit) containing a 4 bit enables the device for
reading, a 2 bit for writing, and a 1 bit marks the device as active.
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[namel] [name?] ...
These arguments specify the names of one or more block special inodes with major type dev_ndd. If
you do not specify a name, the program processes all names in the / dev/ ndd directory. To permit
the parameter parse to distinguish the optional first name from the optional configuration specification,
the first character of the name must be a slash (/) or a period (. ).

EXAMPLES

Example 1: To report the configuration of al devicesin / dev/ ndd, enter the following:
nddconf

Example 2: To set a mirrored device ready for member reconstruction, enter the following:
nddconf 037 / dev/ mdd/ devi ce

This enables both members as write enabled and read from only member 0. The mode could be set 073
depending on which member is the read member. See nddcp(8) command for information on data
reconstruct.

Example 3: To set all mirrored devices to an initializing configuration (that is, all mirrors are active only in
the first component), enter the following:

nddconf 07 # specified in octal
nddconf 7 # specified in decinal
nmddconf  Ox7 # specified in hexadeci mal

Example 4: To set a mirror with no write-behind, enter the following:
nddconf -w of f / dev/ ndd/ devi ce

SEE ALSO
nmdd_pr e(8)
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NAME
nmddcp — Copies leg of a mirrored disk in IOS model E systems

SYNOPSIS
nmddcp [device]

IMPLEMENTATION

Cray PVP systems with 1/0 subsystem model E
CRAY J90 series
CRAY EL series

DESCRIPTION

The mddcp command is the mirrored disk copy command for IOS-E systems. The command copies the first
read-enabled leg of a mirrored disk device to all-write enabled legs of the mirrored group. It synchronizes
all members of a mirrored group. Mirror members can become unsynchronized during system crashes or
when write errors occur on adisk. The nddconf command sets the read and write modes for individual
members of a mirrored group. The device isa/ dev/ ndd device.

SEE ALSO
nmddconf (8)
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NAME

mdd_pr e, ndd_post — Prepares a mirrored file system for f sck processing, tunes a mirrored file system
after f sck processing

SYNOPSIS

nmdd_pre [-d] [/ dev/dsk/ namel ... ]
nmdd_post [-d] [/ dev/ dsk/ namel ... ]

IMPLEMENTATION

Cray PVP systems with 1/0 subsystem model E
CRAY J90 series
CRAY EL series

DESCRIPTION

These programs assist in verifying the state of a file system that contains mirrored devices.

The mdd_pr e program prepares the file system for processing by f sck(8). The essential step isto
configure al mirrored devices to a nonmirrored state. Thus, only one component device of each mirror is
enabled for reading; the same component is also the only one enabled for writing. Next, ndd_pr e
examines the actual physical devices that are components of the mirror. If every dynamic block that can be
found in the physical devices indicates that the file system was dismounted cleanly, the ndd_pr e program
assumes that the f sck(8) step will be skipped and reconfigures all mirrored devices to the tuned
configuration.

The mdd_post program performs the steps that are required after f sck(8) runs. First, the current
configuration of each mirror is examined. If the mirror is configured for writes to multiple devices, it is
assumed that the mirror is already tuned. If not, the mirror is set to read from a single device (one
component should aready be read enabled) and to write to all devices that are components of the mirror.
The program then forks a daemon fragment of itself to complete the last two steps: a copy step to put
identical information in all components, and a configure step to set the mirror to the tuned configuration.

All components of mirrored devices that are lacking a 1 bit, or ‘X’ bit, in the mirror configuration are
disabled.

The "tuned configuration” for a mirror is determined from the m r r or =( hamel:nnnl;name2:nnn2;...)
specification in / et ¢/ f st ab, or from spreading al 1/O activity equally throughout the mirror: writes to al
devices, reads from any device.

The mdd_pr e and ndd_post programs support the following option:
-d Enables debug output.
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If no/ dev/ dsk files are specified on the command line, mdd_pr e examines the / dev/ ndd directory to
disable mirrors, and the / et ¢/ f st ab file to search for dynamic blocks in file systems.

If no/ dev/ dsk files are specified on the command line, mdd_post examines the file systems specified in
[etc/fstab.

NOTES

These programs exist because of the logical chaos that would result from declaring nonidentical devices to
be a mirror. Therefore, a pause at the beginning of the ndd_post program permits the operator, if more
f sck(8) processing is required, to abort ndd_post before the mirrored configurations are changed.

Experience in the field suggests that ndd_pr e fitsin/ et c/i ni ttab and ndd_post fitsinrc. pst.

EXAMPLES

Suppose that / dev/ dsk/ f s is alogical device made up of a single three-way mirrored device called
/ dev/ mdd/ m The following sequence shows how ndd_pr e and ndd_post can be used to prepare
/ dev/ dsk/ f s for mounting:

/etc/mdd_pre [ dev/ dsk/ fs

[etc/fsck / dev/ dsk/fs
/ et ¢/ mdd_post [ dev/dsk/ fs
/ et ¢/ nount / root/ mt pnt / dev/ dsk/ fs

The next sequence shows the same processing done manually:

/et c/ mddconf -p 0117 /dev/mdd/ m
/etc/fsck /dev/dsk/fs

/et ¢/ mddconf -p 0337 /dev/nmdd/ m
/etc/ mount /root/ mtpnt /dev/dsk/fs
/et c/ mddcp /dev/ mdd/ m

[ etc/ mddconf 0777 /dev/ndd/ m
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NAME

nf sck — Runs file system checks in parallel

SYNOPSIS

[etc/nfsck [-c] [-d depth] [-f fstab-file] [-n] [-qO-u] [-r] [-Vv] [progname]

IMPLEMENTATION

Cray PVP systems

STANDARDS

X/Open, XPG4

DESCRIPTION

This command was formerly called gencat . It has been renamed nf sck for UNICOS 8.3, UNICOS 9.0,
and subsequent releases to conform with the X/Open XPG4 specification. The name gencat is now used
by a UNICOS message system command. The functionality of nf sck has not changed, only its name.

The nf sck command runs several copies of f sck(8) in parallel, which can speed up system startup.
Typically, there are two or more passes; only the root file system is checked in pass one, and then groups of
file systems are checked in parallel in pass 2, pass 3, and so on.

Device conflict checking is done within passes to ensure that no more than one f sck is active at a time on
an individual device. With the advent of device conflict checking, the importance of dividing file systems
carefully into multiple passes beginning with pass 2 has diminished, because nf sck will determine the
maximum parallelism possible.

The/ et c/f st ab file (see f st ab(5)) determines when each file system is checked. Thisfile has a
one-line entry for each file system in the following format:

filesystem directory type options frequency passnumber

For example, alinein the/ et ¢/ f st ab might contain the following:
/ dev/ dsk/ bench / bench NC1IFS rw 1 2

If nf sck detects any problems with one or more file systems, it notes the fact and proceeds to the next
pass. After al passes are complete, nf sck reruns f sck(8) for each file system that produced errors on the
first run. The f sck(8) command queries the operator as it tries to fix up the damaged file system.

The nf sck command passes the - u option to f sck(8) or progname unless the / et ¢/ f st ab option
f sckopt =q is present for the particular file system.
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The nf sck command accepts the following options:

-C Causes nf sck to consolidate all passes except pass 1 into a large pass 2. Disables passes
greater than pass 2 in/ et ¢/ f st ab. This effectively causes nf sck to consolidate all passes
except pass 1 into a large pass 2, but device conflict checking is still performed.

- d depth Changes the depth of device conflict checking. The default is 1; that is, only the first device
on which a file system resides is checked for activity conflict when attempting to start another

f sck(8).

-f fstab-file Causes nf sck to use the file fstab-file instead of / et ¢/ f st ab.

-n Disables device conflict checking.

-q Causes nf sck to omit passing the - u option to f sck(8) or progname, regardiess of the
[ etc/fstab options.

-u Causes nf sck to pass the - u option to f sck(8) or progname. In the case of f sck(8), this
causes unconditional file system checking.

-r Performs read-only file system checks; used primarily for debugging.

-V Provides verbose output; used primarily for debugging.

progname Specifies the path name of the command that checks the file system. The default is
[ etc/fsck. Thiscommand must support the - p (preen) option, the - r (readonly) option,
and the - u (unconditional) option.

The interrupt signal (SIGINT; usually <CONTRCL- ¢> causes the current pass to terminate. The nf sck
command then goes on to the next pass. Interrupt nf sck (and the file system check procedure) with
caution.

NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm sysops Allowed to use this command.

If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.
FILES

/etc/fstab
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SEE ALSO
f sck(8)

f st ab(5) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

General UNICOS System Administration, Cray Research publication SG—2301
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NAME

nmkbi nhost — Creates a binary network host file

SYNOPSIS

/ et c/ nkbi nhost [ascii_host_fil€]

IMPLEMENTATION

All Cray Research systems

DESCRIPTION

NOTES

FILES

472

The mkbi nhost command creates a binary file that contains network hosts from an ASCII network host
file. By default, mkbi nhost creates the binary network host file / et ¢/ host s. bi n from the network
hosts listed in the ASCII / et c/ host s file. If you specify the optional ascii_host_file argument,

nmkbi nhost creates the binary network host file ascii_host_file. bi n from the ASCII network host
information in ascii_host_file.

When looking up network host and address information from the local hosts table, all library routines in
get host (3C) use/ et c/ host s. bi n if it exists. If it does not exist, the library routines get information
from the / et ¢/ host s file.

Whenever you modify / et ¢/ host s, you must run nkbi nhost to update / et ¢/ host s. bi n. No
automatic mechanism is available for detecting an out-of-date host s. bi n file.

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm Allowed to use this command.

If the PRI V_SU configuration option is enabled, the super user is alowed to use this command.

[ etc/ hosts ASCII version of the network host file
/etc/hosts. bin Binary version of the network host file
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SEE ALSO
naned(8)
pri vt ext (1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
get host (3C) in the UNICOS System Libraries Reference Manual, Cray Research publication SR—2080
UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME
nmkdnp — Initializes raw dump device header

SYNOPSIS
For 10S model E:
nkdnp [- b] special
For GigaRing based systems:
nkdnp [-f] special

IMPLEMENTATION
Cray PVP systems with 1/0 subsystem model E (I0S-E)
GigaRing based Cray PVP systems
CRAY J90 series
CRAY EL series

DESCRIPTION

The mkdnp utility performs different actions depending on which system it is run: an IOS-E system or a
GigaRing based system.

The mkdnp utility accepts the following arguments:
-b Reads a list of bad blocks from standard input.

-f (Force) Overwrites the dump device header to contain M-_I NI TI AL in the first word of the device.
This will also update the other fields of the DnpDevHdr structure contained in the device header.

special  Specifies the path name for the dump device. For GigaRing based systems, most path names for
block-special devices are in the format / dev/ dsk/ name.

IOS-E systems
The mkdnp utility initializes the dump slice for a disk on an IOS-E system. The nkdnp utility writes a
dump header ID and the length of the dlice to the first sector of the dump slice. The - b option lets the user
map the bad or good blocks of the slice. mkdnp reads from standard input and maps the blocks by starting
logical block and by length of segment.

GigaRing based systems
The mkdnp utility queries the first 32 words (256-bytes) of the device and looks for a valid dump device
header. The structure for the dump device header is defined in the / usr /i ncl ude/ sys/ dunp. h file as
follows:
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struct DmpDevHdr {

char Filel D[8]; [* Dunp device id (ASCII identifier) */
char Dat e[ 8] ; [* Date dunp device was initialized */
char Ti me[ 8] ; [* Time dunp device was initialized */
ui nt_64 Ti mezone; /* Seconds from GVl */
char Tznane[ 2] [ 8] ; /* Tinmezone character names */
ui nt _64 Daylight; /* Daylight savings time flag */
ui nt _64 Bl kSz; /* Block size of dunp device */
ui nt _64 NunBl ks; /* Blocks in dunp device */
ui nt _64 DmpFi |l eHdr; /* Byte address of dunp file header */
ui nt _64 Reserved[ 22]; /* Not used */

}

The Fi | el D (8-byte) word has the current status for the device. The possible values that this field may
contain are as follows:
M-_I NI TL Indicates that the device has been initialized and that there are no dumps stored in it.

MFSYSDMP  Indicates that a dump is currently stored in the device. This is the case when you use third-
party 1/0 to store the boot PE dump to a disk device.

MFCOPI ED Indicates that the dump has been copied from the dump device into some file system. Thisis
the case when you use third-party 1/0 and the boot PE dump has been copied from the disk
device into a given file system.

If the Fi | el D field does not contain any of the preceding values, mkdnp assumes that the device has not
been initialized and it will write M=_| NI Tl AL to the first word of the dump device header. The dump
device header will also be initialized if the size of the dump device is different from that given in the
NunBl ks word.

NOTES

(GigaRing based systems) The common GigaRing dump routines assume that the raw dump device being
used contains a disk controller that automatically handles things like bad-block mapping and so forth (for
example, SCSI).

(IOS-E systems and GigaRing based systems) If this command is installed with a privilege assignment list
(PAL), a user with one of the following active categories is alowed to perform the actions shown:

Active Category Action
system secadm Allowed to specify any file.

sysadm Allowed to specify any file, subject to security label restrictions on the file's path.
Shell redirected 1/O is subject to security label restrictions.
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If the PRI V_SU configuration option is enabled, the super user is allowed to specify any file.

EXAMPLES

(IOS-E systems) The following example reads the bad blocks generated from the bb(8) command and maps
them into the dump slice header. It writes the dump ID, dump dlice, and block map to the disk.

bb /dev/dsk/dunmp | nkdnp -b /dev/dsk/dunp

SEE ALSO
bb(8)
nf boot (7), nf sysdnp(7) (available only online)
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NAME
nmkf m— Make f msg nodes

SYNOPSIS
/ et ¢/ mkf m node_id [node_id1l node id2 node id3 ... ]

IMPLEMENTATION
CRAY T90 systems with GigaRing-based 1/0
CRAY J90 systems with GigaRing-based 1/0

DESCRIPTION

Given alist of node identifiers, the mkf mcommand creates the the character special nodes in the

/ dev/ f msg directory. For information on the files in this directory, see f msg(4). These nodes provide a

genera purpose interface from Unicos to the GigaRing message complex and are used by commands such as

f pi ng(8) and M (8).

node id  GigaRing node identifier. GigaRing node identifiers are generally specified as octal integers
comprised of aring and a node component, as follows:

Orrrnn where:

rer = GigaRing ring number
nn = GigaRing node humber
EXAMPLES
The following command makes / dev/ f nsg character special nodes for ring 1 node 1, ring 1 node 2, and
ring 4, node 3:

mkf m 0101 0102 0403

The / dev/ f nsg directory will be created if it does not already exist, and three character special files will
be created: / dev/ f nsg/ €0101, / dev/ f nsg/ e0102, and / dev/ f msg/ e0403. If the character special
files already exist, they will be removed and new ones made.

FILES

[ dev/ fnmsg/ *

SEE ALSO
f pi ng(8), mr (8)

f meg(4) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014
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NAME
nmkf s — Constructs a file system

SYNOPSIS

[etc/nkfs [-a strategy] [- A nblocks] [- B nbytes] [- C compart] [-d] [-F] [-1 inode_factor ]
[-L mingvl] [-n nblocks] [-q] [-Q [-U maxsvi] [-1 num_inodes] [- b flaw_list] [- P primary_aau]
[- S secondary aau] [-p primary_parts] [-s arbiter:semaphore count] [- M [-m [-z] device

IMPLEMENTATION
Cray PVP systems

DESCRIPTION

The nkf s command constructs a file system (NCLFS, or UNICOS shared file system, SFS) by writing on
the special file, device, specified on the command line. It builds the file system with a boot block, a super
block, a root inode, and a bit map of free blocks (a system table that contains 1 bit for each block). By
default, nkf s performs a surface analysis and zeros the disk data blocks before initialization. You can
disable the surface analysis with the - Q option. You can disable the surface analysis and data block zeroing
with the - q option.

nmkf s assigns a minimum and maximum security label range to the file system. The default security label
range is [0:0, 0:0]. You can usethe-L, - U, and - C options to request a nonzero security label range. If a
nonzero security label range is specified, the file system is marked as secur e (using a magic number) in
the file system superblock.

The nkf s command determines if device is a UNICOS logical (block specia) device, and if so, segments
the file system into partitions. Partitions are made by combining blocks from the logical device until blocks
from a new physical device have been encountered. The merging of blocks into partitions can by controlled
by the - mor - Moptions.

The nkf s command uses partitions as file system entities. A partition belongs to either the primary area, or
the secondary area. By default, the maximum number of primary partitions in a file system is 4, with all
remaining partitions defined as secondary partitions. If you define more than 4 primary partitions, the
maximum number of primary partitions kept current (updated by dynamic blocks to file system bitmaps) is 4.
Primary area partitions may have super blocks, inode regions, pipe data, directory data, indirect blocks, and
other non-user file information. Secondary area partitions only contain user data blocks. Allocation units
(aau * 4096 bytes) can be different for primary and secondary areas; however, all partitions of either area
have the same allocation unit.

The nkf s command accepts the following options and operand:
- a strategy Specifies an allocation strategy. strategy can take one of the following values:

rrf Round-robin all files (default). Directories and inodes go into the first
partition of a multi-partition file system whenever possible.
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- A nblocks

- B nbytes

- C compart

-d
-F

- i inode factor

- L mingvl
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rrdl Round-robin first level directories
rrda Round-robin all directories

Specifies big file alocation unit. The minimum number of 4096-byte blocks allocated
for afile whose size is greater than or equal to the number of bytes specified for big
files. Default is Bl GUNI T in the sys/ par am h include file. The value of nblocks
should be a multiple of secondary aau, if secondary partitions exist; otherwise, it
should be a multiple of primary_aau. This allocation unit is used for any 1/0O request
to a big file, unless the process makes a request larger than nblocks. |If the process
requests an alocation larger than nblocks, then the allocation is equal to the request
size.

Any file system allocation equal to or larger than the Bl GUNI T size specified with this
option goes to a secondary partition.

Specifies the big file threshold. The number of bytes after which afile in this file
system is considered big. Default is Bl GFI LE in the sys/ par am h include file.
When using primary and secondary partitions, Bl G-I LE is the threshold at which a
file is allocated on the secondary partition. If this value is larger than the initial user
allocation request, then initial parts of files will reside on the primary partition with
subsequent allocations on the secondary partition, depending on the Bl GFI LE
threshold.

Specifies the valid security compartment set as an octal mask or a comma-separated
list. When the - C option is specified on a UNICOS system with device labeling
enforcement enabled, the device special file specified by device is given the requested
compartments as a valid compartment mask. The default compartment mask value is
0. Only appropriately authorized users can set device labels.

Does not create a/ | ost +f ound directory.

Force nkf s to bypass the i smount ed() test. Occasionally, when remaking a file
system that was once shared and controlled by an SFS Arbiter which is no longer
active, nkf s will refuse to remake the file system, as the i snount ed() subroutine
could not determine if the shared file system was in use by some other system without
being able to access the SFS Arbiter. The - F option alows the administrator to
override the i smount ed() test. If the shared file system is actually in use by another
system, using the - F option can cause serious trouble for the other system.

Specifies the inode factor as a ratio of blocks to inodes. Default is 4 (which is 25%).

Specifies the minimum security level of the file system (minslvl), specified by either an
integer or level name. Default is 0. When the - L option is specified on a UNICOS
system with device labeling enforcement enabled, the device specia file specified by
device is given the requested level as a minimum security level. Only appropriately
authorized users can set device labels.
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- n nblocks

-q
-Q

- U maxdvi

- | num_inodes

- b flaw_list

- P primary_aau

MKFS(8)

Specifies nblocks as the decima number of 4096-byte blocks in the file system. If - n
is not specified, the default number is the number of blocks on the specid file.

Specifies quick mode. Bypass surface check.
Specifies quick mode with zeroing. Bypass surface check but zero data blocks.

Specifies the maximum security level of the file system (maxsivl), specified by either
an integer or level name. Default is 0. When the - U option is specified on a UNICOS
system with device labeling enforcement enabled, the device specia file specified by
device is given the requested level as a maximum security level. Only appropriately
authorized users can set device labels.

Specifies the number of inodes desired on the file system. nkf s will create
num_inodes inodes, adjusted by inode allocation rules and limits. If -1 is specified,
the - i option is ignored.

Reads a list of decimal tuples (pairs of humbers) from the file flaw_list that specifies
the starting block number and the number of blocks in the bad sections of the file
system. If the name of the file is —, nkf s will read the standard inpuit.

The nkf s command avoids using the specified areas, when possible: If information
for which the location is critical (such as the super block) falls within the specified
area, that area of the disk is used; if the specified areais not a critical area, the area
specified is reserved when kf s is executed and is not allocated as new file space.
Reserving bad blocks with the - b option avoids using the bad block areas on disk that
are remapped to spare cylinders. Using the spare cylinders may case an I/O
performance degradation when reading or writing the bad block area; the tradeoff can
be disk fragmentation caused by bad block avoidance, if there are a large number of
flaws on a particular disk.

Specifies the area allocation unit for al primary allocation partitions. The area
allocation unit is the minimum allocatable unit for these partitions. The primary_aau
is specified as an integer number of 4096-byte blocks. The value must be a multiple
of the physical sector size of the disks composing the file system. The default value
for the primary allocation unit is the greater of 4096 bytes, or the physical sector size
of the device(s) making up the file system.

The default alocation unit is 1 for disk drives in which the sector size is 4 Kbytes, 4
for disk drives in which the sector size is 16 Kbytes, and 16 for disk drives in which
the 64 Kbytes. See the di skspec(7) and hdd(4) man pages for information on
sector sizes for specific disk drives.

The - P option can be set to any value as long as it is a multiple of the hardware sector
size and the size of each primary partition is a multiple of this value.
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- S secondary_aau

- p primary_parts
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Specifies the area allocation unit for all secondary alocation partitions. The area
allocation unit is the minimum allocatable unit for these partitions. The
secondary_aau is specified as an integer number of 4096-byte blocks. The value must
be a multiple of the physical sector size of the disks composing the file system. The
default value for the secondary allocation unit is the greater of 4096 bytes, or the
physical sector size of the device(s) making up the file system.

The default alocation unit is 1 for disk drives in which the sector size is 4 Kbytes, 4
for disk drives in which the sector size is 16 Kbytes, and 16 for disk drives in which
the 64 Kbytes. See the di skspec(7) and hdd(4) man pages for information on
sector sizes for specific disk drives.

The - S option can be set to any value as long as it is a multiple of the hardware sector
size and the size of each secondary partition is a multiple of this value.

Specifies the number of partitions which make up the primary allocation area. The
specified number of partitions is taken in order from the beginning of the logical
device. All partitions in the primary alocation area will use primary_aau, if specified.
All file system metadata (inodes, directories, block reservation bit maps, and so on)
reside in the primary allocation area. The maximum number of primary partitions kept
current is 4. Primary partition data is never placed on the secondary partition unless
the primary partition becomes full. If the primary partition data space is full, then no
further file extensions can be made and no new directories can be created. If the
primary partition inode regions are also full, then no further file allocation can be
made.

- s arbiter:semaphore_count

device

SR-2022 10.0

Specifies the file system to be an SFS-type (Shared File System) file system.

The argument to the - s option provides the arbiter name or number, and the number
of semaphores from that arbiter to be assigned to this file system at mount time.

The arbiter name or number must match one of the valid configuration entries in the
/et c/ confi g/ sfs configuration file.

Specifies that each dlice of a file system be treated as a partition. The - Moption is the
default on Cray PVP systems with an IOS model E.

Specifies that the logical device structures are ignored, and the file system has one
partition.

Disables the file system panic flag. This flag, which is enabled by default, causes the
kernel to panic when it encounters file system errors. File system errors encountered
when the panic flag is disabled are logged to / dev/ f sl og and handled by the

f sl ogd(8) daemon.

Specifies the path name of the block special file to be written.
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WARNINGS

NOTES

Primary allocation units cannot exceed the maximum buffer cache size allowed (nbl krmax). nbl kmax is
calculated as a percentage of buffer cache: nbl knmax = nbuf /v. v_bl kfctr.

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm Allowed to make any file system and initialize all security attributes.

If the PRI V_SU configuration option is enabled, the super user is allowed to make any file system and
initialize all security attributes.

SEE ALSO

482

f sck(8), nf sck(8)

f s(5) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

General UNICOS System Administration, Cray Research publication SG—2301
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NAME

nmknod — Builds a directory entry and inode for a special file

SYNOPSIS

/ et c/ mknod name b major minor [device parameters]
/ et c/ mknod name ¢ major minor [device parameters]
/ et ¢/ mknod name p

/ et c/ mknod name B dlicel [dlice2 ...]

/ et c/ mknod name L memberO [memberl member?2 ...]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The mknod command makes a directory entry and corresponding inode for a special file. nknod accepts
the following arguments:

name Specifies the name of the entry.

b Creates block special files (disks and tape).

B Specifies dynamic disk configuration.

c Creates character special files (other devices).

L Creates a logical disk descriptor file.

p Createsfirst in, first out (FIFO) specia files (named pipes).

major Specifies magjor device; may be octal, decimal, or symbolic. See the Device Names subsection
for alisting of the device names that can indicate major numbers.

minor Specifies minor device (such as unit, drive, or line number); can be either octal or decimal.

device parameters
Specifies up to eight device-specific numbers (specified in decimal or octal), providing the
operating system with more information about the device's configuration. The parameter field
may also be the path name to a configuration file.

dice Specifies the physical device, start, and length as follows:

device-name, begin-cyl, length

partition  Specifies the full path name of a disk block specia file.

The assignment of major device numbers is specific to each system. They are found in the system source
file devsw. c.
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When you use the mknod(8) command to create block or character special files that require a path name, the
device node path name cannot exceed 23 characters.

Generally, the mknod command requires an appropriately authorized user. The p, B, C, and L options,

however, can be run by any user.

If this command is installed with a privilege assignment list (PAL), a user with one of the following active

categories is allowed to perform the actions shown:
Active Category Action
system secadm Allowed to create any file.

sysadm

Allowed to create any file, subject to security label restrictions on the file's path.

Shell redirected 1/O is subject to security label restrictions.

If the PRI V_SU configuration option is enabled, the super user or a user with the mknod permbit is allowed
to use this command. A user with the nknod permbit is subject to discretionary and mandatory access
control restrictions of the file's path, and shell redirected 1/0 is subject to security label restrictions.

Device Names
The following tables summarize the device name that you use as the major number for each logical device

and the specid files associated with that device.

You can use the following device names with all Cray PVP systems:

Major
number Device description Specia files
dev_bnx Block-multiplexer tape driver / dev/ tapeltart...
dev_bnxd Block-multiplexer tape daemon driver  / dev/ bnxdem
dev_cl st CPU cluster device driver / dev/ cpucl ust er
dev_cpu Real-time CPU driver / dev/ cpu/ [0- 63]
dev_err Device error logging [ dev/err
dev_hpm Hardware performance monitor [ dev/ hpm / dev/ hpm mul ,
[ dev/ hpm al |
dev_hppi hi ppi driver [ dev/ hi ppi
dev_ifei OSl FEl and DSI driver [dev/ifei...
dev_| og System log file / dev/ Kkl og
dev_mg Archive daemon / dev/ dnd
dev_mm User and kernel null memory driver [ dev/ nul |
dev_proc / proc file system / proc
dev_ptc Pseudo-TTY master driver [dev/pty/...
dev_pts Pseudo-TTY dlave driver [dev/ttyp...
dev_secd Memory error reporting driver / dev/ secded
dev_slg Security log driver / dev/ sl og
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Major
number Device description Specia files
dev_sy Generic TTY driver [dev/tty
dev_unet UltraNet driver /dev/ultra

The following table summarizes the device names that you can use with the 1/0 subsystem model E.

Major

number Device description Specia files

dev_i os |OS model E control / dev/i os

dev_i p3g IOS model E ipi3 global i oct | driver [ dev/ipi3

dev_ipi 3 IOS model E ipi3 device packet driver [dev/ipi3l...

dev_| dd |OS model E logica disk driver / dev/ dsk

dev_ndd |OS model E mirror disk driver / dev/ mdd

dev_np Network packet driver for low-speed interfaces  / dev/ conmi npct | *

dev_pdd |OS model E physical disk driver / dev/ pdd, / dev/ift,

[ dev/ spare

dev_rdd |OS model E RAM disk driver / dev/ pdd

dev_sdd |OS model E stripe disk driver / dev/ sdd

dev_snp Semaphore device driver / dev/ smp

dev_ssdd |OS model E SSD driver / dev/ pdd

dev_zp IOS model E synchronous OWS TTY driver / dev/tty0[0- 4]
EXAMPLES

To configure a three-drive DD-49 file system named t np using dynamic disk configuration, enter the

following:

[ etc/mknod /dev/dsk/tnp_cluster B 49-Al-32,1,408 49- Al- 33, 1,408 49- Al- 34,1, 408
/etc/mknod /dev/dsk/tnp b 5 40 /dev/dsk/tnp_cl uster

For more information on reconfigurable disks, see General UNICOS System Administration, Cray Research
publication SG—2301.

On Cray PVP systems with an 1/0O subsystem model E, to configure a three-drive DD-60 file system named
t np using dynamic disk configuration, you can use the format for physical device nodes found in pdd(4):

nmknod name type major minor dtype iopath start length flags altpath unit
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Enter the following, which sets up sets up a logical descriptor file with three slices:

/etc/nmknod /dev/ldd/tnp L /dev/pdd/tnmpO /dev/pdd/tnpl /dev/pdd/tnp2
The following command creates a block specia file with minor number 22. (Find empty minor slots with
Is -1 /dev/dsk/* | sort +4 | more key-in)

/etc/mknod /dev/dsk/tnp b 34 22 0 0 /dev/ldd/tmp
The following commands set up physical devices on minor numbers 20, 21, and 22 on DD-60 disk drives
that are attached to 10C 0, IOP 1, channel 32, units 0 through 2.

/et c/ mknod /dev/pdd/tnmp0 ¢ 32 20 10 0132 0 119692 0 0 O
/etc/ mknod /dev/pdd/tnmpl ¢ 32 21 10 0132 0 119692 0 0 1
/etc/mknod /dev/pdd/tnmp2 ¢ 32 22 10 0132 0 119692 0 0 2

See pdd(4) and | dd(4) for information about disk and other device types, and formats of device dependent
information.

SEE ALSO

486

ddst at (8)

dsk(4), hdd(4), | dd(4), ndd(4), pdd(4), sdd(4), ssdd(4) in the UNICOS File Formats and Special Files
Reference Manual, Cray Research publication SR—2014

General UNICOS System Administration, Cray Research publication SG—2301
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NAME
nmkspi ce — Makes inodes for the ce, ift, and spare sector dlices

SYNOPSIS
nkspi ce [-t dtype] [-i] iopathO[,altpathO] [.unit] [iopathl[,altpathl][.unit]
iopath2[,altpath2] [.unit] ...]
nkspi ce -t dtype -1 length [name]
IMPLEMENTATION
Cray PVP systems with 1/0 subsystem model E

DESCRIPTION

The mkspi ce command makes physical disk device inodes describing the spare sector map, factory flaw
map, and customer engineering slices for the physical disk devices named for their 1/0 paths and aternate
I/O paths (iopath and altpath). (See pdd(4) for information on the 1/O path and alternate I/O path.)

In its second form, the mkspi ce command makes a single node representing the SSD or RAM device in
/ dev/ ddd. The created node is used by the installation and configuration menu system.

The mkspi ce command makes the following directories (if they do not already exist):
/dev/ift Factory flaw dlices

/ dev/ spare Spare sector slices

/ dev/ ce Customer engineer dices

/ dev/ ddd Diagnostic slices

The nkspi ce command then makes one character special device inode in each directory corresponding to
and named for each physical iopath specified.

The nkspi ce command accepts the following options and operands:

-t dtype Specifies the device type (for example, dd49). See pdd(4) for alist of supported device types.
nmkspi ce must be run once for each different device type. The default device type is currently
dd49.

If dytype specifies an SSD or RAM device, the - | option is needed to specify the size.
-1 length The length of the SSD or RAM device in blocks.

- Createsthe / et ¢/ af t directory if it does not exist and initializes the af t file(s) as follows:
ift /dev/ift/iopath > /etc/aft/iopath
The spare map is then initialized:

cat /etc/aft/iopath | spmap -w /dev/spar e/ iopath
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name When used for an SSD or RAM device, the node name is optional. The default is SSD or
RAM, respectively.

EXAMPLES
Example 1: The following command generates spare sector, ift, and ce dices for a DD-49 physical disk.
nkspice -t dd49 0130 0134

This command generates the following files:

/ dev/ spar e/ 0130
/ dev/ spare/ 0134
/dev/ift/ 0130
/dev/ift/ 0134

/ dev/ ce/ 0130
/dev/ce/ 0134

/ dev/ ddd/ 0130

/ dev/ ddd/ 0134

Example 2: The following command generates spare sector, ift, and ce dices for a DD-60 physical disk.
nkspice -t dd60 2130.0 2130.1

This command generates the following files:

/ dev/ spare/ 2130.0
/ dev/ spare/ 2130. 1
/dev/ift/2130.0
/dev/ift/2130.1

/ dev/ce/ 2130.0
/dev/cel/ 2130. 1

/ dev/ ddd/ 2130. 0

/ dev/ ddd/ 2130. 1

Example 3: The following command generates the / dev/ ddd node for an SSD:
nkspice -t SSD -1 262144 full _ssd

This command generates the following file:
/dev/ddd/ ful |l _sdd

SEE ALSO
i f1(8), spmap(8)

pdd(4) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014
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NAME
m nkdi r — Creates a multilevel directory (MLD)

SYNOPSIS
m nkdi r path...
IMPLEMENTATION

All Cray Research systems

DESCRIPTION

The m nkdi r command creates a multilevel symbolic link and directory-tree pairs by using its own internal
naming convention for the root of the directory trees it creates. path is the name of the multilevel symbolic
link created by m nkdi r. Only an appropriately authorized user can create a multilevel directory.

m nkdi r places a 0777 mode on the target directory of the multilevel symbolic link. This mode is
automatically copied to any new labeled subdirectories created within the multilevel directory (MLD)
structure.

If aMLD is created by a mechanism other than ml nkdi r, or an authorized user changes the mode of a
MLD after its creation, the mode of the directory and the subsequent modes of al new labeled subdirectories
is left to the discretion of the user.

NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm Allowed to specify any MLD path.

sysadm Allowed to specify any MLD path, subject to security label restrictions on the path.
Shell redirected 1/O is subject to security label restrictions.

If the PRI V_SU configuration option is enabled, the super user is allowed to specify any MLD path.

EXIT STATUS

If successful, m nkdi r exits with a 0. Otherwise, it prints a diagnostic message and exits with a nonzero
value.
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SEE ALSO
m r mdi r (8)

chnod(), | n(1), mkdi r (1) in the UNICOS User Commands Reference Manual, Cray Research publication
SR-2011

General UNICOS System Administration, Cray Research publication SG—2301
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NAME
m r mdi r — Removes a multilevel directory (MLD)

SYNOPSIS
m rdi r path...

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The m nkdi r command removes a multilevel symbolic link and its related directory. The name of the
multilevel directory is derived from the multilevel symbolic link.

When a multilevel directory (MLD) is removed, the directory is removed first, then the multilevel symbolic
link is removed. If the directory cannot be removed (for example, it is not empty), it is left intact and the
multilevel symbolic link is not touched. In thisinstance, M r ndi r issues an error and exits.

If the multilevel symbolic link cannot be removed, m r ndi r issues a warning and exits, having removed
the directory, but not the symbolic link file.
NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm Allowed to specify any path.

sysadm Allowed to specify any path, subject to security label restrictions. Shell redirected
output is subject to security label restrictions.

If the PRI V_SU configuration option is enabled, the super user is allowed to specify any path.

EXIT STATUS
If successful, m r ndi r exits with a O; otherwise, it prints a diagnostic message and exits with a nonzero
exit status.
SEE ALSO
m nkdi r (8)
r m(1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
General UNICOS System Administration, Cray Research publication SG—2301
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NAME
mmr — Read or write a GigaRing MMR register

SYNOPSIS
[etc/mr [-a] [-d delta] gr_node [gr_nodel gr_node2 gr_node3 ...]
[etc/ mr [-d delta] [- m mmrno] [-w mmr_data] gr_node
IMPLEMENTATION

CRAY T90 systems with GigaRing-based 1/0
CRAY J90 systems with GigaRing-based 1/0

DESCRIPTION

The mr command is used to read, display, and optionally write GigaRing MMR (memory mapped
registers) registers. The mmr command uses the character special files in the / dev/ f msg directory as an
interface to the GigaRing channel(s).

The mr command has two forms. The first form reads a predetermined number of MMR registers (see the
- a option below) from the list of gr_nodes. The second form reads or writes one MMR register from one
gr_node.

A gr_node is either a full path name representing a character special filein/ dev/ f msg or a GigaRing node
id. For information on the filesin / dev/ f nsg, see f msg(4).

The mmr command accepts the following arguments:

-a Read all the MMR registers from the specified GigaRing node. The default is to read a
predetermined set of MMR registers.
- d delta Use delta addressing instead of explicit GigaRing addressing.

- mmmrno Read or write only the specified MMR register. The - moption may not be used along with
the - a option.

-wmmr_data Specifies writing an MMR register with mmr_data. This option requires that the - moption
also be specified.

gr_node Full path name representing a character special filein / dev/ f msg or a GigaRing node id.
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EXAMPLES

The following example reads and display the default MMR values from the GigaRing node at ring 2, node 2:
# letc/mr /dev/fnsg/e0202

1 GR_SETUP 34 -Scrubber +Scrubber 32_bit_client
2 GR_NCDE_I D 20202 Ring 02 Node 02

3 GR_I D_MASK 0 (0x0)

20 GR_PORT_ACCESS 5 Master

21 GR_PORT_LOCK 25353370015 (Oxabadf 00d)

24 GR_RI NG_MASK 0 (0x0)

30 GR_ERROR_COUNTER 0 client 000 +ring 000 -ring 000
31 GR_NEG RI NG_ERRORS 0 Scrub_old 000 CRC _count 00

32 GR_PCS_RI NG_ERRORS 0 Scrub_old 000 CRC_count 00

33 GR_CLI ENT_ERRORS 0

70 GR_SEND_BUF_FULL 0 (0x0)

71 GR_RECV_BUF_FULL 0 (0x0)

The following example reads and displays the GigaRing node id from the GigaRing node at ring 2,

%node 2:
# /etc/mr -m 2 /dev/fnsg/ e0202
2 GR_NCDE_I D 20202 Ring 02 Node 02
The following example writes, reads, and displays MMR scratch register 0 on the GigaRing node at ring2,
node 2:
# /etc/mr -m 0100 -w 0777 /dev/fnsg/e0202
100 GR_SCRATCHO 777 (0x1ff)

FILES
[ dev/ fneg/*

SEE ALSO

f meg(4) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014

SR-2022 10.0 493



MONACCT(8) MONACCT(8)

NAME

nmonacct — Creates monthly summary files

SYNOPSIS

fusr/1lib/facct/ nmonacct [number]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The monacct command creates standard UNIX System V accounting summary files in
/fusr/adm acct/fiscal and restarts summary filesin/ usr/adm acct/sum Invoke nonacct
once each month or accounting period.

The monacct command accepts the following operand:

number Month or accounting period. The default is the current month (01 through 12). The default is
useful if monacct is executed using cr on(8) on the first day of each month.

EXAMPLES

The following example creates the accounting summary files for May:

/usr/liblacct/mnacct 5

SEE ALSO
acct (8), acct sh(8), prdai | y(8)
UNICOS Resource Administration, Cray Research publication SG—2302
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NAME

nmount , umount — Mounts and unmounts the file system

SYNOPSIS
nmount command:

(D)

[ etc/ mount [-p]

()

/etc/ mount -s

3):
/[etc/mount -a [-f fstab] [-b] [-t type] [- Q quota file]
/[etc/mount -a [-f fstab] [-b] [-t type] [-q] [- V]

(4):
[etc/mount [-r] [-f fstab] [-b] -t type - 0 options [- v] special directory

(5):
[etc/mount [-r] [-f fstab] [-q] [-Db] [-t type] [- 0 options] [- v] special directory

(6):
[etc/mount [-r] [-f fstab] [- Q quota file] [- b] [-t type] [- 0 options] [- v] special directory
unmount command:

(D:
[ et c/ unmount [-v] special directory

()

[ etc/unmount -a [-V]

3):
[etc/umount -t type [-h host] [-V]

(4):

[ etc/unmount -h host [-V]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

File systems other than r oot (/ ) are considered removable because they can be either available or
unavailable to users. The nount command announces to the system that special, which is a block special
file or a remote resource, is available to users at the mount point directory. The directory must already exist;
then it becomes the name of the root of the newly mounted file system.

SR-2022 10.0 495



MOUNT (8) MOUNT (8)

The mount command, when entered with arguments shown in synopses (4), (5), or (6), adds an entry to the
table of mounted devices, / et ¢/ mtt ab (see mt t ab(5)). The unmount command removes the entry.

If you invoke the mount command shown in synopsis (1) with the - p option or without options, mount
prints the entire mount table. If you invoke mount with an incomplete argument list (that is, if you omit
the type, options, special, or directory argument in the mount command shown in synopses (5) or (6),
nmount searches/ et c/ f st ab (seef st ab(5)) for the missing arguments.

If you invoke the mount command shown in synopsis (2) with the - s option, mount prints the shared
mount table, which includes information about shared file systems only.

If you invoke the mount command with the - a option, as shown in synopsis (3), mount mounts al file
systemsin/ et c/ fstab. The-a option on the unount command (see synopsis (3)) removes all entries
except root from the kernel mount table.

If you include the - v option, alist of the arguments passed to the mount (2) system call is displayed,
including those determined by / et ¢/ f st ab.

If / et c/fstab isset up with the proper quota configuration, the mount command activates file system
guotas on the configured quota control file in the default enforcement mode only if the - g option is present.
See the f st ab(5) man page for a description of the quota option.

The mount command accepts the following options and operands:
-p Prints the list of mounted file systems in a format suitable for usein the / et ¢/ f st ab file.

-S Prints the shared mount table. The shared mount table includes only shared file systems and
displays information about which systems have a particular file system mounted.

-a Tries to mount all file systems listed in the / et c/ f st ab file. If specified with the - t
option, the mount command tries to mount all file systems of the specified type. The - a
option enables the nount command to build a dependency tree of mount points. If afile
system is already mounted, mount displays a message and tries to mount the next file
system. If a mount fails for another reason, the mount command does not mount the file
systems under the one that failed.

-f fstab Specifies an alternative file that will be used rather than the / et c/ f st ab file.
-b Bypasses the file system validation.
-t type Specifies the type of file system that will be mounted. If you omit this option and nount

cannot find the information in / et ¢/ f st ab, the root file system type is used. The
following values are valid for type:

NC1FS Specifies the PVP file system type.
NFS Specifies the network file system (NFS) type.

NFS3  Specifies the network file system (NFS) version 3 type. If your system is not
licensed for ONC+™, you will be unable to mount NFS version 3 type file
systems.
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- Qquota_file

- 0 options
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PROC  Specifies the/ pr oc file system type.
| NODE Specifies the / i node file system type.

Manually activates quota enforcement. Use this option only if the quota configuration is not
defined in/ et ¢/ f st ab. quota_file must be the fully qualified name of the quota file. If
the quota file does not have the default name or if it does not reside in the root directory of
the file system, you must use this option instead of the - g option. You cannot use this
option with the - g option or if the - r option is specified and the quota file resides on this
file system.

Activates quota enforcement. The quota configuration for the file system usually is defined
in/ et c/ fstab; however, if the quota configuration is not defined in/ et ¢/ f st ab, the
quota control file defaults to . Quot a60 in the root directory of the file system. You cannot
use this option with the - Q option.

Displays a list of the arguments passed to the mount (2) system call, including those
determined by the / et ¢/ f st ab file.

Indicates that special must be mounted read-only. |If special is write-protected, you must use
this option.

Permits a comma-separated argument list to be specified. The following arguments are
available for use with any file system types:

nochk Specifies no file system check.

quot a=file] noquot a
Specifies that usage limits are enforced or not enforced, respectively. The
default is noquot a.

rwjro The r w argument specifies read-write file systems; the r o argument specifies
read-only file systems. The default is r w.

The following arguments are available for use with NFS file systems:
bg Retries the mount request in the background if the server does not respond.
cksum Performs a checksum operation on outgoing NFS requests.

cray Specifies use of a modified NFS protocol to reduce system overhead. This
argument is valid only if the server for this file system is running the UNICOS
operating system and one or more cnf sd (see nf sd(8)) daemons.

intr Allows keyboard interrupts on hard mount requests.

ker ber os
Use Kerberos authentication (AUTH_KERB RPC) for NFS transactions. This
option requires an ONC+"" site license.

noac Suppresses attribute caching.
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noct o Suppresses fresh attributes when a file is opened. This argument can improve
read performance for files that are read frequently and are not expected to
change.

nol ock  Suppresses access to the Network Lock Manager | ockd(8) daemon for this file
system. Advisory and mandatory lock requests are rejected for files on NFS file
systems mounted with this option. If the remote NFS server does not run the
| ockd and st at d(8) daemons, the system will hang.

nosui d Does not alow the execution of set ui d calls.

nreadah = n
Sets the number of asynchronous readaheads to n. The default value is 1.

port=n  Setsthe server IP port number to n.

retrans=n
Sets the number of NFS retransmissions to n.

rsi ze=n Setsthe read buffer size to n bytes; the default size is 8192 bytes for standard
NFS file systems and 32,768 bytes when the cr ay argument is used.

sof t Returns an error if the server does not respond; the default is har d, indicating
that nount continues to try the request until the server responds.

spongy Usessoft semanticsfor stat, | ookup, fsstat, readl i nk, andreaddi r
file system operations and har d semantics for others. This option is meant to
be similar to har d, except that processes will not be hung forever when they try
to access mount points to inactive servers.

sync Disables NFS V3 asynchronous writes.

ti meo=n Setstheinitia NFS time-out to n tenths of a second. The default timeout value
is 7 tenths of a second.

wsi ze=n Sets the write buffer size to n bytes; the default size is 8192 bytes for standard
NFS file systems and 32,768 bytes when the cr ay argument is used.

If the BDS option is installed, the following options are valid for NFS filesystems that have
BDS service enabled:

bds Turn on bulk data service for this file system.

bdsaut o=size
For all read/write requests sized greater or equal to size bytes, do BDS 1/0
instead of NFS 1/0O.

bdswi ndow=size
Set the TCP protocol send and receive windows to size bytes instead of the
default of 4Mbytes.
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special Indicates the block special file that will be mounted on directory. If the file system type is
NFS, special must be of the form hostname: pathname.

directory Indicates the directory mount point for special. The directory must already exist.

The unbunt command announces to the system that the file system that is previously mounted (special or
directory) must be made unavailable. The following options are available for use with the unount

command:

-V Displays a list of the arguments passed to the urmount (2) system call, including those
determined by the / et ¢/ f st ab file.

-a Unmounts al file systems, except root, that are currently mounted.

-t type Unmounts al file systems of the specified type. If used with the - h option, the file system
type must be NFS.

- h host Unmounts al NFS file systems mounted on the specified host.

special Indicates the block special file that will be mounted on directory. If the file system type is
NFS, special must be of the form hostname: pathname.

directory Indicates the directory mount point for special.

NOTES

Any user can use the nrount command to list mounted file systems and resources. Only an appropriately
authorized user can mount and unmount file systems.

If mounting an NFS file system using the NFS v3 protocol, asychronous writes will only be done on hard or
spongy-mounted file systems.

On a UNICOS system with device enforcement enabled, the security label range of the file system must fall
within the security label range of the device.

If these commands are installed with privilege assignment lists (PALS), a user with one of the following
active categories may perform the action shown:

Active Category Action
system secadm sysadm May mount and unmount any file system

If the PRI V_SU configuration option is enabled, the super user or a user who has the mount permbit may
mount and unmount any file system. Users who are not the super user are subject to access restrictions on
the mount point path.

WARNINGS

Although checks are in the system, you should not mount a block special file or remote resource that is not a
recognized file system. Similarly, any physical unmounting, such as disconnecting the network or powering
down the disk, must follow the umount command to ensure that the device is not being accessed.

SR-2022 10.0 499



MOUNT (8) MOUNT (8)

MESSAGES

If the nount (2) system call fails, the mount command prints an appropriate message. If the file system to
be mounted is currently mounted under another name, the nount command issues a warning. If the
resource is not available, a remote resource mount fails.

If special is not mounted or if it is busy, the unbunt command fails. The special directory is considered
busy if it contains an open file or a user’s working directory. Then, you can use f user (8) to list and kill
processes that are using special.

EXAMPLES
The following example mounts an NFS file system:

mount -t NFS -0 soft nmach:/usr/mach /nfs/mach

FILES

/etc/fstab File system table
/etc/mttab Mount table

SEE ALSO
bds(8), f user (8), mount d(8), nf sd(8), quadmi n(8)

nmount (2), quot act | (2), unount (2) in the UNICOS System Calls Reference Manual, Cray Research
publication SR—2012

[ i budb(3C) in the UNICOS System Libraries Reference Manual, Cray Research publication SR—2080

f st ab(5), mt t ab(5), quot a(5), udb(5) in the UNICOS File Formats and Special Files Reference
Manual, Cray Research publication SR—2014

General UNICOS System Administration, Cray Research publication SG—2301

500 SR-2022 10.0



MOUNTD(8) MOUNTD(8)

NAME

mount d — Performs NFS mount request server function

SYNOPSIS

[ etc/ mountd [-n]

IMPLEMENTATION

All Cray Research systems

DESCRIPTION

NOTES

The mount d command is a Remote Procedure Call (RPC) server that answers file system mount requests.
It reads the / et ¢/ xt ab file, described in expor t s(5), to determine the file systems that are available to
each machine and user. It also identifies the clients that have file systems mounted. The expor t f s(8)
command places entries in / et ¢/ xt ab.

If your system is licensed for ONC+™, nount d will also register for version 3 of the nf s/ nount
protocol. This protocol is necessary for mounting network file system (NFS) version 3 file systems.

The configuration parameter NFS_REMOTE _RW OK determines whether a remote file system can be
mounted. If NFS_REMOTE_RW K is nonzero, a remote file system can be NFS-mounted in read-write
mode. If NFS_REMOTE_RW K is 0, read-only mode is the only mode in which the remote file system can
be mounted. If NFS_SECURE_EXPORT_(XK is nonzero, the system can export file systems (which a remote
host can then mount). If NFS_SECURE_EXPORT_OK is 0, file systems cannot be exported (or mounted
from remote hosts).

The mount d command catches the SI GHUP signal and reregisters itself with por t map(8) when it receives
the signal. This enables nount d to continue running properly when por t map must be restarted.

By default, the mount d command performs port checking to ensure that mount requests originate from
processes running with root privileges. It rejects requests received from non-privileged ports. This port
monitoring can be disabled using the - n option. This option should not be used unless it is absolutely
necessary. Some NFS client implementations may not make mount requests from privileged ports. Port
monitoring prevents receipt of imitations of valid NFS requests sent from unauthorized user processes.
Sending unauthorized requests over NFS is known as spoofing.

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action

system secadm sysadm Allowed to use this command.
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If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.

SEE ALSO
export f s(8), nount (8), port map(8), unount (8)
pri vt ext (1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011

export s(5), servi ces(5) in the UNICOS File Formats and Special Files Reference Manual, Cray
Research publication SR—2014

UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME

MPPVIEW(8)

nppvi ew — Displays massively paralel processing (MPP) system activity

SYNOPSIS

[usr/ bin/ mppvi ew [-h host] [-L] [-r refresh] [- T timeout] [-t]

IMPLEMENTATION

Cray MPP systems

DESCRIPTION

The mppvi ew command displays a map of active partitions running on the Cray MPP system. It uses the
cur ses(3) library to drive the terminal display so that many terminal types may be supported. To specify
the system to be monitored, use the host option. If you do not specify host, the local system is monitored.
The screen refreshes every interval seconds until you type q to quit mppvi ew.

The mppvi ew command communicates through r pc(3C) with the system activity monitoring (sam) server,
samdaenon(8), running on the host system to obtain the information that you request.

The mppvi ew command accepts the following options:

[ h host]

[- L]
[- r refresh]
[- T timeout]

[-t]

Interactive Input

Specifies the network name of the host to be monitored. The default host is the local
system.

Line-mode display. Don't enter refresh mode.
The refresh rate in seconds. The default is 3 seconds.
For text mode only. The default is 60 seconds.

Text mode. The default is screen mode. In text mode, you can use the following
commands:

REG ON DI SABLED Disabled Nodes

REG ON PARTI Tl ON Active Partitions

REG ON POOL Active Pools

REPORT CONFI G MPP Configuration
REPORT RUNQUEUE Running MPP Applications
REPORT WAI TQUEUE Waiting MPP Applications

After you enter the mppvi ew command, an interactive screen appears. At the top of the screen, the
following option menu is displayed:

hel p

SR-2022 10.0

sumar y torus page refresh cl ear qui t

503



MPPVIEW (8)

NOTES

504

MPPVIEW (8)

To move between the options, use the <TAB> key. When the desired option is highlighted, press the
<RETURN> key to execute it. For the hel p option, first you must press the <?> key to enable help mode.
For the other options, you can type just the first letter to execute the option directly.

Option
hel p

sunmary

torus

page

refresh

cl ear

qui t

Description

Displays help information. You first must press the <?> key to enable help mode; then, other
menu options can bring up their help displays.

Displays summary information for all of the MPP partitions.

Graphically displays each node of the Cray MPP system. To select the information displayed in
anode, use the t or us submenu options:

user User name of the program on that node
group Group ID of the program

pi d Process ID of the program

prog Program name

Moves you to other pages. If the display does not fit on one screen page, enter one of the
following commands to select a page:

+ Forward one page
- Backward one page
# Select a page number

Sets the rate at which the display is refreshed. The refresh is expressed in tenths of a second.
Refresh rates smaller than the rate at which the sandaenon(8) is collecting data do not take
affect.

Clears the screen and repaints the entire display.

Quits the program.

After the csam(8) utility is running on your terminal, you can use the following keys to change displays:

Key  Description
TAB  Changes the selected (highlighted) option.
? Enables help mode, in which other menu options can bring up their help displays.

If mppvi ew is not compiled on a system with UNICOS MAX software, you will get a message, "No MPP
system present”, when you try to execute the nppvi ew command.
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SEE ALSO

csam8), sandaenon(8), xsam8)
UNICOS Resource Administration, Cray Research publication SG—2302
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NAME

nT i nf o — Obtains routing information from a multicast router

SYNOPSIS
nrinfo [-d [debuglevel]] [-r retries] [-t timeout] router

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The nr i nf 0 command obtains multicast information from the specified router (which should be a host
name or a host address).

The nr i nf o command accepts the following options and arguments:

- d [debuglevel]  If the - d option is specified with no argument, the debug level defaults to 2. Debug
levels have the following effects:

Level 1 Prints all logged messages to st derr .
Level 2 Prints all level 1 messages plus notifications of significant events to st derr .

Level 3 Prints all level 2 messages plus notifications of all packet arrivals and
departuresto st derr .

-r retries Sets the number of retries when requesting information from a router. Default is 3
retries.

-t timeout Sets the time out in seconds when waiting for a response from a router. Default is 4
seconds.

router Specifies the router using either a host name or a host address.

The nr i nf 0 command prints a description of the router, then prints the virtual interface list in the following
form:

| ocal _address -> renpte_address (renmote_nane) [netric/threshol d/type]

SEE ALSO
map_rnbone(8), nt out ed(8)
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NAME

nT out ed — Forwards an Internet Protocol (1P) multicast datagram using Truncated Reverse Path
Broadcasting (TRPB)

SYNOPSIS
[ etc/ nrouted [-c config file] [-d [debug level]]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The nr out ed daemon is an implementation of the Distance-Vector Multicast Routing Protocol (DVMRP),
an earlier version of which is specified in RFC 1075. It maintains topological knowledge using a
distance-vector routing protocol (like RIP, described in RFC 1058), upon which it implements a multicast
forwarding algorithm called Truncated Reverse Path Broadcasting (TRPB).

The nr out ed daemon forwards a multicast datagram along the shortest reverse path tree rooted at the
subnet on which the datagram originates. The tree is a broadcast tree, which means it includes all subnets
reachable by a cooperating set of nr out ed routers. However, the datagram is not forwarded onto leaf
subnets of the tree if those subnets do not have members of the destination group. Furthermore, the Internet
Protocol (IP) time-to-live (TTL) of a multicast datagram may prevent it from being forwarded along the
entire tree.

In order to support multicasting among subnets that are separated by unicast routers that do not support 1P
multicasting, nr out ed includes support for "tunnels,” which are virtual point-to-point links between pairs of
nT out ed daemons located anywhere in an internet. |P multicast packets are encapsulated for transmission
through tunnels, so that they look like normal unicast datagrams to intervening routers and subnets. The
encapsulation occurs when a packet enters a tunnel, and is stripped out when it exits from a tunnel. By
default, the packets are encapsulated using the IP-in-1P protocol (IP protocol number 4). Older versions of
nT out ed encapsulate using I P source routing, which puts a heavy load on some types of routers. This
version supports I1P source route encapsulation only for backward compatibility.

The tunnel mechanism allows nr out ed to establish a virtual internet for the purpose of multicasting only,
which is independent of the physical internet, and which may span multiple Autonomous Systems (AS).
This capability is intended for experimental support of internet multicasting only, pending widespread
support for multicast routing by the regular unicast routers. The nr out ed daemon suffers from the
well-known scaling problems of any distance-vector routing protocol, and does not support hierarchical
multicast routing or interoperation with other multicast routing protocols.

The nr out ed daemon handles multicast routing only; there may or may not be a unicast router running on
the same host as nT out ed. With the use of tunnels, it is not necessary for nr out ed to have access to
more than one physical subnet in order to perform multicast forwarding.
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The nr out ed command accepts the following options:
- ¢ config_file Specifies an alternative configuration file. Default is/ et ¢/ nr out ed. conf .

- d [debug_level] If the - d option is given with no argument, the debug level defaultsto 2. Debug levels
have the following effects:

Level 1 Prints all logged messages to st derr .
Level 2 Prints all level 1 messages plus notifications of significant events to st derr .

Level 3 Prints all level 2 messages plus notification of all packet arrivals and
departuresto st derr .

If no - d option is specified, or if the debug level is specified as O, nr out ed detaches from the invoking
terminal. Otherwise, it remains attached to the invoking terminal and is responsive to signals from that
terminal. Regardless of the debug level, nt out ed always writes warning and error messages to the system
log demon.

Configuration

508

The nr out ed daemon automatically configures itself to forward on all multicast-capable interfaces, that is,
interfaces that have the | FF_MJLTI CAST flag set (excluding the loopback interface), and it finds other

nT out ed daemons directly reachable which use those interfaces. To override the default configuration, or
to add tunnel links to other nT out ed daemons, configuration commands may be placed in the file

[ et c/ nrout ed. conf (or an alternative file, specified by the - ¢ option). There are two types of
configuration commands:

phyi nt local-addr [di sabl e] [metric m] [t hreshol d t]
tunnel local-addr remote-addr [met ri ¢ m] [t hreshol d t] [srcrt]

The phyi nt command disables multicast routing on the physical interface identified by a local |P address,
local-addr, or associates a non-default metric or threshold with the specified physical interface. phyi nt
commands must precede t unnel commands.

Thet unnel command establishes a tunnel link between a local |P address, local-addr, and remote IP
address, remote-addr, and associates a non-default metric or threshold with that tunnel. The tunnel must be
set up in the nr out ed. conf files of both ends before it can be used. For backward compatibility with
older nr out ed daemons, the srcrt keyword specifies encapsulation using |P source routing.

The metric is the "cost" associated with sending a datagram on the given interface or tunnel; it may be used
to influence the choice of routes. The metric defaultsto 1. Metrics should be kept as small as possible,
because nT out ed cannot route along paths with a sum of metrics greater than 31. The following metrics
are recommended:

Metric Description

1 Local area network (LAN), or tunnel across a single LAN
2 Serial link, or tunnel across a single serial link
3 Multi-hop tunnel
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The threshold is the minimum IP TTL required for a multicast datagram to be forwarded to the given
interface or tunnel. It controls the scope of multicast datagrams. (The TTL of forwarded packets is only
compared to the threshold; it is not decremented by the threshold. Every multicast router decrements the
TTL by 1.) The default threshold is 1. Suggested thresholds are as follows:

Metric Description

32 For links that separate sites
64 For links that separate regions
128 For links that separate continents

In general, al nr out ed daemons connected to a particular subnet or tunnel should use the same metric and
threshold for that subnet or tunnel.

The nr out ed daemon does not initiate execution if it has fewer than two enabled virtual interfaces (VIF),
where a VIF is either a physical multicast-capable interface or a tunnel. The daemon logs a warning if all of
its VIFs are tunnels; such a nr out ed configuration would be better replaced by more direct tunnels.

Signals
The nr out ed daemon responds to the following signals:

Signal Description

HUP  Terminates execution gracefully (sends termination messages to all neighboring routers).
TERM Terminates execution gracefully (sends termination messages to all neighboring routers).
I NT  Terminates execution gracefully (sends termination messages to all neighboring routers).
USR1 Dumps the interna routing tables to / usr/t mp/ nr out ed. dunp.

QUI'T Dumps the internal routing tables to st der r (only if nr out ed was invoked with a nonzero debug
level).

SR-2022 10.0 509



MROUTED(8) MROUTED(8)

EXAMPLES

FILES

The following shows an example of a routing table:

Virtual Interface Table

Vif Local - Address Metric Thresh Flags
0 36.2.0.8 subnet: 36.2 1 1 qgueri er
groups: 224.0.2.1
224.0.0.4
1 36.11.0.1 subnet: 36.11 1 1 queri er
groups: 224.0.2.1
224.0.1.0
224.0.0.4
2 36.2.0.8 tunnel: 36.8.0.7 3 1
peers : 36.8.0.77
3 36.2.0.8 tunnel : 36.8.0.110 3 1

Mul ticast Routing Table

Ori gi n- Subnet From Gat eway Metric In-VIF Qut-VIFs
36. 2 1 0 1* 2 3*
36.8 36.8.0.77 4 2 0* 1* 3*
36. 11 1 1 0* 2 3¢

In this example, there are four VIFs connecting to two subnets and two tunnels. The VIF 3 tunnel is not in
use (no peer address). The VIF 0 and VIF 1 subnets have some groups present; tunnels never have any
groups. This instance of nT out ed is the one responsible for sending periodic group membership queries on
the VIF 0 and VIF 1 subnets, as indicated by the queri er flags.

Associated with each subnet from which a multicast datagram can originate is the address of the previous
hop gateway (unless the subnet is directly connected), the metric of the path back to the origin, the incoming
VIF for multicasts from that origin, and a list of outgoing VIFs. An asterisk (*) means that the outgoing
VIF is connected to a leaf of the broadcast tree rooted at the origin, and a multicast datagram from that
origin will be forwarded on that outgoing VIF only if there are members of the destination group on that
leaf.

/ et ¢/ nr out ed. conf

SEE ALSO
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Deering, S., "Multicast Routing in Internetworks and Extended LANS" in the Proceedings of the ACM
S GCOMM “88 Conference for information on TRPB, along with other multicast routing algorithms.
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NAME
nmsgd — Allows operators to display action messages

SYNOPSIS
fusr/lib/msg/ nsgd

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The msgd command allows the operator to display action messages, such as tape mount messages. Action
messages consist of the following: a message number, the time the message was sent, and message text. An
action message requires a reply from the operator unless it is canceled by the sender. nsgd displays
messages in order of receipt and can be used by anyone with a special operator group ID.

NOTES

If this command is installed with a privilege assignment list (PAL), a user who is assigned the following
privilege text upon execution of this command is allowed to perform the actions shown:

Privilege Text Action
showal | Allowed to see all messages.
bot h Allowed to see all messages.

If this command is installed with a PAL, a user with one of the following active categories is alowed to
perform the action shown:

Active Category Action
system secadm sysadm sysops Allowed to see all messages.
If the PRI V_SU configuration option is enabled, the super user is allowed to see all messages.

SEE ALSO
i nf d(8), msgdaenon(8), nsgdst op(8), r ep(8)

nmsgi (1), msgr (1), pri vt ext (1) in the UNICOS User Commands Reference Manual, Cray Research
publication SR—2011
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NAME

nmsgdaenon — Starts the message daemon

SYNOPSIS

[fusr/1lib/msg/ nsgdaenon [-1]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The msgdaenon command starts the message daemon, which handles the communication between users
and operators. Most commonly, the message daemon starts automatically when the system comes up.

The msgdaenon command accepts the following option:
-1 Create and use a linear message log file, rather than a circular log.

The message daemon lets users send action or informative messages to the operator. When a user sends an
action message, the operator sees the message and replies to it. The daemon returns the operator reply to the
message sender. When a user sends an informative message, the operator sees the message but does not

reply.
The message daemon keeps track of user messages and operator replies, and transports them to their
appropriate destinations. The message daemon also logs all informative and action messages in order of
receipt.

NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm Allowed to start the message daemon.
If the PRI V_SU configuration option is enabled, the super user is allowed to start the message daemon.

MESSAGES

nmsgdaenon returns an error if the message daemon is already running.

FILES

[ usr/ spool / msg/ msgl og. | og Log file
[ usr/ spool / nmsg/ mdl ock Locking file
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SEE ALSO
i nf d(8), msgd(8), nsgdst op(8), oper (8), r ep(8)
msgi (1), msgr (1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
Tape Subsystem User’s Guide, Cray Research publication SG—2051
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NAME

nmsgdst op — Stops the message daemon

SYNOPSIS

/ et c/ megdst op

IMPLEMENTATION

All Cray Research systems

DESCRIPTION

NOTES

The msgdst op command causes the message daemon to stop executing. The message daemon can also be
stopped by the following command:

kill -2 pid

The pid operand is the process ID of the message daemon.
If the message daemon still refuses to terminate, the super user may kill it with the following command:
kill -9 pid

The pid operand is the process ID of the message daemon.

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm Allowed to use this command.
If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.

SEE ALSO
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i nf d(8), nsgd(8), nsgdaenon(8), oper (8), r ep(8)

kill (1), msgi (1), megr (1) in the UNICOS User Commands Reference Manual, Cray Research publication
SR-2011

Tape Subsystem User’s Guide, Cray Research publication SG—2051
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NAME

nmvdi r — Moves a directory

SYNOPSIS

/ etc/ mvdi r dirname name

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The mvdi r command moves directories within a file system.
The mvdi r command accepts the following operands:
dirname  Must be a directory.

name Must not already exist.

Neither name may be a subset of the other; / x/ y cannot be moved to / x/ y/ z, and vice versa.

NOTES

The results of mvdi r are unpredictable if you are not the super user.

SEE ALSO
nmkdi r (1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
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NAME

nverr — Movestheerr| og file

SYNOPSIS

/[ etcl/ mverr

IMPLEMENTATION
Cray PVP systems

DESCRIPTION

The mver r command terminates er r denon(8), moves/ usr/adm errfil e to
[fusr/adm errfil e[lastfile + 1], and restarts er r denon.

FILES
/usr/adnmlerrfile Default error file

SEE ALSO

er r denmon(8) for information on invoking the error-logging daemon
err st op(8) for information on stopping er r denmon(8)
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NAME
nvfil es — Manages AIR log files

SYNOPSIS

fusr/air/bin/mfiles

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The mvfi | es shell script manages the size of the automated incident reporting (AIR) log files in the
/usr/ spool /air/l ogs directory by checking them for errors, moving them into a subdirectory named
the current date in the / usr/ spool / ai r/ dat a directory, and then reopening them.

The ai r d(8) process must be running on the system for mvf i | es to execute correctly; mvfil es sends a
signal to ai r d(8) in order to reopen the log files.

NOTES

The destination directory must be on the same logical disk device as the source because the mv(1) command
does not link across devices and because, in order not to lose data, mvf i | es depends on links when
moving the files.

If you want to move log files located in a directory other than / usr/ spool / ai r/ | ogs, or if you wish to
move log files into a directory other than / usr/ spool / ai r/ dat a/ date, you can set the Al RSPOCL and
DESTDI R environment variables in nvfi | es. sh to different directories.

SEE ALSO
ai r d(8), ai r exi st (8)
UNICOS Resource Administration, Cray Research publication SG—2302
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NAME

NAMED(8)

nanmed — Specifies Internet domain name server

SYNOPSIS
[ etc/ named [-d [debuglevel]] [- p port#[/localport#]] [- b bootfile] [-q] [-r] [-S[t]| u] tog|

IMPLEMENTATION

All Cray Research systems

DESCRIPTION
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The named daemon is the Internet domain name server. See RFCs 1033, 1034, and 1035 for more
information on the Internet name-domain system. Without any arguments, named reads the default boot file
/ et c/ named. boot (see named. boot (5)), reads any initial data, and listens for queries.

The named program accepts the following options:

- d [debuglevel]

Prints debugging information. The debuglevel is a number that determines the level of
messages that are printed. The default debuglevel is 1.

- p port#[/local port#]

- b bootfile

-q

- Stos

- St tos

- Su tos

Use nonstandard port numbers. The default is the standard port number as returned by
get ser vbyname(3) for service "domain." The argument can specify two port
numbers separated by a dlash (/") in which case the first port number is that used when
contacting remote servers, and the second one is the service port bound by the local
instance of narmed. Thisis used mostly for debugging purposes.

Specifies an aternate boot file for naned to use. The - b is optional, which allows you
to specify afile by using a leading dash.

Traces all incoming queries if nanmed has been compiled with QRYLOG defined.

The functionality of this option can also be invoked by the boot file directive opt i ons
qguery-1 og.

Turns recursion off in the server. Answers can come only from local (primary or
secondary) zones. This can be used on root servers.

The functionality of this option can also be invoked by the boot file directive opt i ons
no-recursi on.

Sets the Type-of-Service (IP TOS) option on all connections to the value tos, which
may be a numeric TOS value or a symbolic TOS name found in the / et c/ i pt os file.

Sets the IP TOS option on stream (TCP-based) connections to the value tos, which may
be a numeric TOS value or a symbolic TOS name found in the / et c/ i pt os file.

Sets the IP TOS option on datagram (UDP-based) connections to the value tos, which
may be a numeric TOS value or a symbolic TOS name found in the / et c/ i pt os file.
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Any additional argument is taken as the name of the boot file. If multiple boot files are specified, only the
last is used.

The boot file contains information about where the name server is to get itsinitial data. Lines in the boot
file cannot be continued on subsequent lines. See naned. boot (5) for additional information on the
naned. boot file.

NOTES

The following signals produce the specified results when sent to the server process by using the ki | | (1)

command.

Signal Description

SI GHUP Causes the server to read nanmed. boot and reload the database. If the server is built with
the FORCED_REL QAD compile-time option, then SI GHUP also causes the server to check
the serial number on al secondary zones. Typically, the serial numbers are checked only at
the SOA-specified intervals.

SI G NT Dumps the current database and cache into / usr/ t np/ naned_dunp. db.

SIa or Dumps the statistics data into / usr / t np/ named. st at s if the server is compiled as
- DSTATS. Statistics data is appended to the file.

SI GSYS Dumps the profiling data into / usr / t np/ gnon. out if the server is compiled with

profiling (server f or ks, chdi rs, and exi t s).

S| GTERM Dumps the primary and secondary database files. SI GTERMis used to save modified data
on shutdown if the server is compiled with dynamic updating enabled.

SI GUSR1 Turns on debugging. Each SI GUSR1 increments by one debug level.
SI GUSR2 Turns off debugging.
SI GW NCH  Toggles off logging of al incoming queries by using sysl 0g(3C). This signa requires the
server to be built by using the QRYLOG option.
FILES

/ et ¢/ named. boot Name server configuration boot file
/ et c/ named. pi d Process ID

[ usr/tnp/ named_dunp. db Dump of the name server database
[usr/tnp/ named. run Debug output

[usr/tnp/ naned. stats Name server statistics data
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SEE ALSO

naned- xf er (8)

host name(), ki I | (1), nsl ookup(1) in the UNICOS User Commands Reference Manual, Cray Research
publication SR—2011

get host (3C), get ser vbynane(3C) (see get ser v(3C), r esol ver (3C), si gnal (3C) in the UNICOS
System Libraries Reference Manual, Cray Research publication SR—2080

naned. boot (5), masterfil e(5), resol v. conf (5) in the UNICOS File Formats and Special Files
Reference Manual, Cray Research publication SR—2014

RFCs 882, 883, 974, 1033, 1034, 1035, and 1123
Appendix D, UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME

naned- xf er — Performs a domain system zone transfer

SYNOPSIS

[ etc/ named- xfer -z zone -f db file [-s serial] [-d debug_level] [-1 debug_log_fil€]
[-t trace file] [-p port] [- P port] [-q] servers

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The named- xf er command performs a domain-name zone transfer. named(8) uses this facility.
The named- xf er program accepts the following options:

-Z zone Specifies the zone for which domain-name information is fetched. The zone being
updated is assumed to have a current serial number of serial; named- xf er transfers
the zone information only if the information being transferred has a serial humber
greater than serial.

-f db_file Specifies the database file into which the domain-name information is put. The database
fileisin the named(8) . db file format. A temporary file, caled db_file. XXXXXX (in
which XXXXXX is a unique integer), is created to hold the partial data base while the
program is running. This file is renamed db_file after a successful zone transfer, and
unlinked (except if debugging is enabled) after an unsuccessful zone transfer. If the
zone transfer fails, the db _file file is not disturbed.

- s serial Specifies the current serial number of the zone being updated. The default value is O.

- d debug_level Enables debugging and specifies the debug level. debug_level must be a nonnegative
number.

-1 debug_log file Specifies the file to receive the debug output. You must specify the - d option with this
option. The debug_log_file has a nkt enp style ID appended to it (for example,
debug_log file is changed to debug_log_file XXXXXX where XXXXXX is the nkt enp
style ID). The default debug_log_file name is /usr/tmp/xfer XXXXXX.

-t trace file Specifies the file to which domain system messages are written. Y ou must specify the
- d option with the - t option.

- p port Specifies a port number in host-byte order. port is expected to have a socket already
attached, presumably by naned(8). This option isidentical to the - P option and is
provided for compatibility.

- P port Specifies a port number in network-byte order. port is expected to have a socket
already attached, presumably by named(8). This option is identical to the - p option
and is provided for compatibility.
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-q Inhibits error logging.

servers Specifies the servers to be contacted. These servers subsequently fetch the
domain-name information for the specified zone into the specified database file. The
servers arguments should be alist of one or more server Internet addresses. Each server
is contacted once, in turn, until one answers, or until the list of serversis depleted.

EXIT STATUS
0 Thedb_fil e is aready up-to-date.
1 The zone transfer completes successfully and db_f i | e is updated.
2 The zone transfer fails because of unreachable servers or transfer time-out.
3 Any other error.

EXAMPLES

Example 1: The following example dumps zone cnu. edu into / usr/ named. crmu. db, first querying
address 128.251.2.21, then address 128.251.222.173. The temporary file / usr / nanmed/ cnu. db. 10402
might be used.

named- xfer -z cnu.edu -f /usr/naned/crmu.db -s 0128.251.2.21 128.251.222.173

Example 2: The following example performs the same operation, but with debugging enabled and a log file
specified.
nanmed- xfer -f/usr/naned/cnu.db -1 /tnp/xfer.log -d 4 -z cnu.edu -s 0128.251.2.21

FILES

db_file XXXXXX Temporary file

SEE ALSO
naned(8)
nsl ookup(1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
RFC 1034, Domain Names—Concepts and Facilities, Mockapetris, November 1987
RFC 1035, Domain Names—Implementation and Specification, Mockapetris, November 1987
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NAME
nconf — Display information about the IOS model E network driver

SYNOPSIS

[ etc/ nconf [-z device]l [command]

IMPLEMENTATION
Cray PVP systems with 1/0O subsystem model E

DESCRIPTION

The nconf utility gets information from the network driver tables, which controls low-speed network input
and output in an 10S model E. The information is obtained by using an i oct | request and is displayed on
the caller’s screen. The nconf utility accepts the following options:

-z device The device specid file for nconf to communicate with the np(4) driver. The default is
/ dev/ commi npct | .

command |If acommand is specified on the command line, nconf will execute that command and exit. If
no command is specified, nconf will enter screen mode and provide a refreshed display. The
first display is the help screen. At this point, you can enter display and configuration commands
at the prompt. nconf uses the $TERMenvironment variable or $t er mto set its display
characteristics. Your screen or window should be at least 80 columns wide. Keywords are
shown in uppercase for commands, but they can be entered in either uppercase or lowercase.
Most numbers may be entered in octal, decimal, or hexadecimal; a leading O indicates octal, and
aleading Ox indicates hexadecimal. You can abbreviate commands if the string entered is
unique (for example, DEVI CE can be abbreviated as DEV or dev, but not D).

The displays are as follows:

Display Description

ADAPTER  Displays A130 adapter status
DEVI CE Displays device configuration

HELP Lists the displays and commands
| OSSTAT Displays the ios statistics
LPATH Displays the logical path status

STATUS Displays the device status

The configuration commands are as follows:

Command Description
CMODE dev 6MB| 12MB| 12LP Configures ccal mode for a network device:
dev Device ordinal
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CONFI G dev ON| UP| OFF| DOWN

DBE dev ON| OFF

DFUNC dev code

DMODE dev mode

DTYPE dev FEI 3 | FEI 3FY |
FEIDS | FEIUC |
FEIVM | CRAY |
EN643 | DX4130 |

| OPATH dev ioc iop channel

TI MECUT dev | N| OUT time

NCONF(8)

Configures a network device. ON and UP are synonymous, as are OFF
and DOAN.

dev Device ordina

Configures the double-bit error interrupt:
dev Device ordina

Configures the device function code:
dev Device ordina

code Function code

Configures the device mode:

dev Device ordina

mode Device mode

FEI4 | FEICN
FEI VA | FEI VB
A130 | N130

VAXBI | ULTRA

Configures the device type:

dev Device ordinal

Sets the 1/0 path for a device:

dev Device ordinal

ioc I/O cluster 0 through 7
iop 1/O processor O through 3

channel 1/0 channel 030, 032, 034, or 036
Configures 1/0 channel time-out for a network device:
dev Device ordina

time Time-out in 0.1 seconds

TYPE dev RAW MP| PB| A130| LCP| FY| ULTRA

WATCHDOG dev ON| OFF

Configures driver type for a network device:
dev Device ordinal

Enables or disables the messages produced by the watchdog function
for the specified network device:

dev Device ordinal
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Other commands are as follows:

Command Description

refreshn Sets the refresh time to n seconds

scroll n Sets the size of the command scroll window to n lines
end, exi t, quit Exits screen mode

NOTES

In a PAL-only system where this command is installed with a privilege assignment list (PAL), a user who
runs this command must have one of the following categories active to open and manipulate the network
driver: syst em secadm sysadm InaPRIV_SU+ PAL or PRI V_SU-only system, the super user can
also open and manipulate the network driver.

SEE ALSO

i ocst at (8)
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NAME

NETPERF(8)

net per f — Displays X Window System TCP/IP network and UNICOS NFS statistics

SYNOPSIS

IMPLEMENTATION

DESCRIPTION

526

/[etc/netperf -tcp -nfs [options] [arguments]

All Cray Research systems

The net per f command continuously displays several TCP/IP and/or network file system (NFS) statistics as
a set of parallél line graphs. The name of the host is displayed in the upper left-hand corner of the window.
The information is scaled so that it fills up the entire window.

The net per f command accepts the following options and arguments:

-tcp
-nfs

- bd color
- col or color

- bg color
- backgr ound color

- bi t map_col or color
- bi t map pathname

- bw pixels
- bor der pixels

- f g color
- f or egr ound color

- f n fontname
- f ont fontname

-fw
-forward

-geonetry

Displays TCP/IP statistics.
Displays NFS statistics.

Specifies the border color.

Specifies the background color.
Specifies the background bit map color.
Specifies the background bit map.

Specifies the border width in pixels. The default is 3.
Specifies the foreground color.

Specifies the font that the host name and labels will be displayed. The default is
6X10.

Forces colors to be as specified (rather than reversed).

The net per f window is created with a size and location determined by the
specified geometry specification. The format is the standard X Window System
geometry specification.
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host:display

- n stat stat stat ...
- not dstat stat stat ...

-rv
-reverse

Stat stat stat ...
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Runs net per f on a specified host with a specified display. The default is
uni x: 0. The DI SPLAY environment variable sets your default host and display
number.

Specifies a list of statistics not to be displayed. This option supersedes any
statistics specified up to that time. Omits all subsequent words on the command
line that are statistics from the display.

Reverses the screen colors black and white.

A list of statistics to be displayed. If none are listed, all statistics are displayed.
If any are listed, only those listed are displayed, unless you specify the - n or
- not option. The following statistics are possible for TCP/IP:

cksum Checksum errors

dr opped Dropped packets

ftpc FTP connections

i nput Input packets

nmbuf Mbufs in use

nbuf d Mbufs denied

ot herc Other connections

out put Output packets

rcndsc r1 ogi n/ rcp/ rsh connections
tcpc TCP connections

tcpd TCP dropped connections

tcpr TCP retransmitted packets

telnetc t el net connections

The following statistics are possible for NFS:
bytes_in Client bytesin

byt es_out Client bytes out

creq Client requests

-hel p Invokes a help facility that lists all command-line options and
sread Server reads

swite Server writes

sreq Server requests
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sdup Server duplicate requests X-resource database formats
tino Client timeouts
- U seconds
- updat e seconds Specifies the update interval for the graph in seconds. The default is 1.
- st pixels
- st epsi ze pixels Specifies the step size of the graph. The default is 1 pixel.

While net per f is running, you can perform certain tasks by pressing keys over the window, as follows:

Key  Description

Quits.
Resets graph and timer.

Decreases (slows) update interval by a large amount.
Increases update interval by a small amount.

Q
q
R
S Decreases (slows) update interval by a small amount.
S
f
F Increases update interval by a large amount.

?

Help.
- v verbose Specifies verbose mode. The default is nonverbose.
NOTES

You must not invoke verbose mode to report error messages to the st der r of the parent process, to return
exit status returned from the child processes, for the help key to display the help menu to st dout .

See the X Window System documentation for your frontend for more information on using X Window
Systems.

BUGS

Occasionally, when the net per f window size changed too many times in rapid succession, it is not
updated correctly.
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NAME

net st art — Starts networking software

SYNOPSIS

/etc/netstart

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

Thenet st art script is caled from the r ¢(8) command to initialize the system’s networking software.
The net st art script should not need any modification, relying instead on configuration files of the
commands it calls that start the networking software to accomplish site-specific configuration.

The net st art script performs the following functions:

¢ Executes the local script / et ¢/ net st art. pre to perform any loca initiaization configured by the
system administrator.

* Executesthe/ et ¢/ nwrst art script to initialize the underlying network media.

* Executesthe/ et c/tcpstart script to initialize the TCP/IP software.

* Executesthe/ et ¢/ unet up script to initialize the UltraNet software.

* Executesthe/ et c/ nfsstart script to initialize the network file system (NFS) software.

* Executesthe/ et c/ ypstart script to initialize the network information service (NIS) software
(formerly called yellow pages).

* Executes the local script / et ¢/ net start. pst to perform any loca initialization configured by the
system administrator.

In all cases, net st art executes the indicated command or script only if it exists and is executable,
allowing the disabling of a specific network feature on startup by removing, or turning off the execution bit
for the appropriate start-up command or script.

SEE ALSO
brc(8), nfsstart (8), nwnst art (8), t cpstart (8), ypstart (8)
UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME

nettest, nettestd— Performs client and server functions for timing data throughput

SYNOPSIS

/etc/nettest [-c] [-C] [-d] [-f] [-F] [-h] [-b bufsize] [-S tos] [-n conng] [-p t cpludp]
[-sn] [-mM [-w] [host [count [size [port]]]]

/etc/nettest [-c] [-C] C-d] [-f] [-h] [-b bufsize] -p uni xCuni xdpi pe [-n conng| [-w]
[count [size [filename]]]

/etc/nettest [-c] [-C] [-d] [-f] [-h] [-b bufsize] -p file writefile readfile [count [size]]

/etc/nettest -V

/etc/nettestd [-d
/etc/nettestd [-d
/etc/nettestd [-d
/etc/nettestd -V

] [-b] [-p tcpludp] [port]
] [-b] -p unixCuni xdCpi pe [filename]
1[-b] -p file readfile writefile

IMPLEMENTATION

All Cray Research systems

DESCRIPTION

530

Thenett est and nettest d commands invoke client and server programs that are used for timing data
throughput of various methods of interprocess communication. For Transmission Control Protocol (TCP)
connections, the net t est program establishes a connection with the net t est d program, and then it does
count writes of size bytes, followed by count reads of size bytes. For user datagram protocol (UDP), the
nett est program performs only writes; reads are not performed. The net t est d program, if used with
UDP connections, reads the data packets and prints a message for each data packet it receives. The number
and size of the reads and writes may not correlate with the number and size of the actual data packets that
are transferred; it depends on the protocol that is chosen. If you append an optional k (or K) to the size,
count, or bufsize value, the number specified is multiplied by 1024.

Thenett est and nettestd commands accept the following options and arguments:

-C Specifies that the data must be checked to verify its accuracy. Because this is done by
comparing one character at a time, using the - ¢ option can cause noticeable throughput
degradation. The data is verified by filling up the data buffer with a 32-byte repeating
pattern of al the lowercase letters and the first six uppercase letters of the aphabet. This
option is useful for detecting data that has been corrupted. If there is a problem with lost or
duplicated data, this option might generate many error messages.
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-C

-d
i

- b bufsize

-b

- Stos
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Similar to - ¢, except that the data is written out as sequential 64-bit numbers in network
byte order. Because this is done by comparing one word at a time, it is dlightly faster than
the - ¢ option, but it can still cause noticeable throughput degradation. This option is useful
for detecting data that has been lost or duplicated, as it resynchronizes itself when an error is
encountered. However, if the size of the lost or duplicated data is not an even multiple of 8,
it may not resynchronize properly.

Turns on the socket-level debugging flag for TCP and UDP connections.

Indicates that a full-size read must be issued. Usually, when a read returns a short count,
both net t est and net t est d issue a read for the remaining data for that buffer, whether
or not a short count was received. (The total number of bytes is not changed.)

Turns on the TCP_NODELAY socket option for TCP connections. The TCP code in the
kernel usually tries to send only full-sized packets over the network; this is accomplished by
delaying some writes until a full packet size accumulates. The - F option disables this
algorithm.

Indicates that hash marks will be printed. Each time a complete buffer is written or read, a
hash mark is printed. If a read returns a partial count and the - f option is not specified, a
period is printed. If the - f option is specified, a hash mark is printed each time a read
completes, regardless of the amount of data read.

Specifies the amount of kernel buffering allowed for TCP and UDP connections. This option
applies only to net t est .

Directs the daemon to detach itself from its controlling terminal and put itself into the
background. This option, run as a background daemon, applies only to net t est d. All
error messages are logged through sysl og(3C), instead of through per r or (3C). If both
the - Cand - v options of net t est are used in conjunction with this - b option, any errors
that are detected in the data stream will not be reported.

Specifies the Type-of-Service (TOS) value for TCP and UDP connections. A check for the
symbolic name tosin/ et ¢/ i pt os determines the actual order. (The -t tos optionisa
valid synonym, for historical compatibility.)
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- N conns

- p protocol

-Sn

-m

NETTEST(8)

Specifies the number of simultaneous connections to be opened for TCP and UNIX
connections. For each connection, a subprocess is created. Each subprocess, after
establishing a connection to the server and negotiating the options, suspends itself. When all
of the connections have been established, a continue signal is sent to all subprocesses to start
them running at the same time. As each subprocess completes, it returns its timing results,
and returns that information to the main process, which then prints out the individual timing
information. After al subprocesses have completed, aggregate timing results are given. The
aggregate timings are based on the total amount of data transferred by all subprocesses, the
start time of the first subprocess to begin writing its data to its server, and the end time of
the last subprocess to complete reading its data from its server. The synchronization
information shows when each subprocess began running, the duration of the data transfer for
each subprocess, and the ending time of each subprocess. These times are relative to the
start time of the first subprocess to begin running.

Specifies the protocol in use. The valid values for protocol aret cp, udp, uni x, uni xd,
pi pe,andfile.

If the - p option is not specified, t cp is the default.

The uni x protocol uses UNIX domain stream sockets; filename can be specified to override
the default file name nt _socket .

The uni xd protocol uses UNIX domain datagram sockets; filename can be specified to
override the default file name nt _dsocket .

For pi pe protocol connections, two named pipes are created when you specify filename, one
for reading and one for writing. The nett est program creates the names of these files by
appending R and Wto filename. The default names are nt _pi peR and nt _pi peW

For fi | e protocols, writefile is the name of the special file to which information is written;
readfile is the name of the specia file that isread. The order of writefile and readfile is
reversed between net t est and nett est d. This alows the same file names to be
specified in the same order for both net t est and net t est d, because the file to which
net t est writes is the file from which net t est d reads, and vice versa. The intent of this
option isto allow net t est to be run across arbitrary devices that have a character-device
interface that can be accessed just by opening up a special character file for reading or
writing. It is not intended for reading or writing to a regular file.

Increases the maximum TCP window by a factor of 2°'n; 1 < n < 14.

Indicates that for datagram connections (- p udp and - p uni xd), nett est should use
the sendnsg system call instead of the sendt o system call (see send(2)), and that

nett est d should use ther ecvimsg system call instead of the r ecvf r omsystem call (see
recv(2)). For other protocols, this option is ignored.

Specifies that the MSG_WAI TALL flag must be used when r ecv(2) is called. This alows
the kernel to accumulate incoming data so that the read buffer is filled before it returns
control to the application. You do not need the - f option when you use this option.
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BUGS

-V Prints information about the version of the program.

host Specifies the name of the machine on which the server is running for TCP and UDP
connections. If host is omitted or specified as - , the name that get host nane(2) returnsis
used.

count Specifies the number of read or write operations. A value of - indicates that the default
value must be used. The default value is 100.

size Specifies the number of bytes to be read or written. A value of - indicates that the default
value must be used. The default value is 4096.

port Specifies an alternative port number for TCP and UDP connections. port must be a decimal
number.

readfile Specifies the name of the specia file that is read for f i | e protocols.

writefile Specifies the name of the specia file to which information is written for f i | e protocols.

The output from net t est is timing information and a histogram of the various sizes that the read
operations returned. System load affects the results because all throughput times are calculated from
wall-clock times. The percentages listed for system and user times are percentages of wall-clock time.

The write time is measured from the time at which the application starts its first write until the time it
completes its last write. The read time begins when the last write is complete and ends when the last read is
complete. Because the kernel may buffer outgoing data, if everything on the network is working correctly, it
is typical for the write times to be dlightly faster than the read times. This difference in throughput
represents the amount of buffering in the kernel and the network round-trip time. The read and write time is
measured from the time the first write is started to the time the last read is completed; thus, if the speed of
the network is the same in both directions and both machines have the same processing power and load, the
read and write times are the most accurate.

The histogram output shows the sizes that the read system calls return. These may not have any correlation
to the size and number of packets that are actually sent and received over the network. Thisis especialy
true for TCP connections.

The - p pi pe option creates named pipes; the- p uni x and - p uni xd options create UNIX domain
sockets. The named pipes and UNIX domain sockets remain after the programs exit.

If -p pi pe filename is specified and filename is either a relative or absolute path name, neither net t est
nor net t est d insert the Wand R before the final component of the path name; they are always prepended
to the entire file name.
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FILES

[etcliptos IP (TOS) database
nt _pi peWnt _pi peR Default names for named pipes

nt socket and nt _dsocket Default name for stream and datagram UNIX domain sockets

SEE ALSO

get host nane(2), r ecv(2), send(2) in the UNICOS System Calls Reference Manual, Cray Research
publication SR—2012
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NAME

net var — Displays and aters network configuration variables

SYNOPSIS
[etc/netvar [-h] [-i] [-0] [-flagvalu€]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The net var command displays and modifies parameters of the TCP/IP network software. These
parameters affect the operation of the network. This command is invoked at system startup by
/etc/tcpstart.

Changes that are made take effect immediately, except for sockets that are currently open. Sockets that are
opened before the execution of net var are not affected by the change. Daemons that i net d(8) starts are
also unaffected, unlessi net d(8) is killed and restarted. Using net var with no options displays the
current values of these parameters. The -i option lets you modify variables in interactive mode. The

- flagvalue option lets you modify variables on the command line.

Only the super user can change the network configuration variables.
The net var command accepts the following options:

-h  Displays help information. With the - h option, net var displays the command-line flags used to set
configuration variables on the command line.

-i  Changes variables in interactive mode. net var prompts with the current value of each variable; press
<RETURN> to accept that value, or enter a new value to change the variable.

-0 Displays the values of the variables. This is useful for checking the values that are set when using
command-line or interactive mode to change the variables. Usually, a change is made without any
further comment.

- flagvalue
In addition to interactive configuration mode, net var has a simple command-line mode of operation
for changing configuration variables. The flag and the new value for the variable to be changed are
provided on the command line; net var makes the changes without further prompting. You can
check the valid flags by using the - h option.

The valid flags and their meanings are as follows:

-a Turns on or off the administrator maximum transmission unit (mtu) override. The value
specified can be on, of f, yes, no, 1 (on/yes), or 0 (off/no). The administrator mtu is set
by using the r out e(8) command; if administrator override is on, the administrator mtu
overrides a dynamically discovered mtu.
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NOTES

NETVAR(8)

Turns on or off the IP forwarding. The value specified can be on, of f, yes, no, 1 (on/yes),
or 0 (off/no).

Changes the Transmission Control Protocol (TCP) keepal i ve delay. The value specified
must be an integer.

Changes the default IP time-to-live for TCP sockets. The value specified must be an integer.

Changes the default IP time-to-live for user datagram protocol (UDP) sockets. The value
specified must be an integer.

Turns on or off dynamic network mtu discovery. The value specified may be on, of f , yes,
no, 1 (on/yes), or O (off/no).

Limits the number of mbufs allocated as socket structures. There is only one mbuf allocated
per socket structure. Once the limit is reached, only processes owned by user r oot are able
to create new sockets. The value specified must be an integer.

Changes the default minimum interval between operator messages of the same type. The
value specified must be an integer.

Turns Internet protocol (IP) sending of Internet control message protocol (ICMP) redirects on
or off. The value specified may be on, of f, yes, no, 1 (on/yes), or 0 (off/no).

If on, yes, or 1, treats subnets as local; if of f, no, or 0, treats subnets as not local.

Changes the system-wide maximum send and receive space for socket buffering. This flag
indicates the maximum number of bytes that can be set on the SO_SNDBUF and SO _RCVBUF
socket options. It is the maximum high-water mark for the socket and is enforced on all
sockets. The value specified must be an integer.

Changes the default TCP send space for socket output buffering. This flag changes the
default high-water mark for individual TCP send windows when SO_SNDBUF for TCP
socket sessions is not used. The value specified must be an integer; units are in bytes.

Changes the default TCP receive space for socket input buffering. This flag changes the
default high-water mark for individual TCP r ecei ve windows when SO_RCVBUF for TCP
socket sessions is not used. The value specified must be an integer; units are in bytes.

Changes the default UDP send space for socket output buffering. The value specified must be
an integer.

Change the default UDP receive space for socket input buffering. The value specified must
be an integer.

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action

system secadm sysadm Allowed to use this command.
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If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.
For changes made by net var to affect connections established to daemons that i net d(8) has started,
i net d(8) must be killed and restarted. This includes connections for users who uset el net (1B) or
f t p(1B) to access the Cray Research system.

EXAMPLES

The following example, using the net var command-line mode, turns off IP forwarding and sets the TCP
send and receive space to 64 Kbytes:

netvar -f off -t 65536 -T 65536
The following example changes the TCP send and receive socket buffers so that the default is 128 Kbytes
(131,072 bytes), and it then displays the values of al net var variables.

netvar -t 131072 -T 131072 -o

SEE ALSO
i net d(8), r out e(8)

ftp(1B), pri vt ext (1), t el net (1B) in the UNICOS User Commands Reference Manual, Cray Research
publication SR—2011

UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME
newkey — Creates a new key in the publ i ckey database

SYNOPSIS

[ et c/ newkey [-h hostname] [- u user]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The newkey command usualy is run by the network administrator on the network information service
(NIS) master machine to create public/private key pairs for users and super users on the network. These
keys are needed for using secure Remote Procedure Call (RPC).

The newkey command prompts for the login password of the specified user and then creates a new
public/secret key pair in / et ¢/ publ i ckey, encrypted with the login password of the specified user.

The newkey command accepts the following options:

- h hostname Creates a new public key for the super user at the specified host. Prompts for the root
password of the specified host.

- U user Creates a new public key for the specified user. Prompts for the NIS password of the
specified user.
SEE ALSO
keyser v(8)

keyl ogi n(1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME
newnsgl og — Saves the latest versions of the message log file

SYNOPSIS

/ et c/ newnsgl og

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The newnsgl og shell script saves the latest versions of the message log file

(/usr/ spool / meg/ msgl 0g. | 0g), asfilesnsgl og. | og. 0, nsgl 0g. | 0og. 1, and so on, with

nmsgl og. | og. 0 being the most recent. newrsgl og also signals the message daemon to reopen the log
file. It should be run with the cr ont ab(1) command.

FILES
[ usr/ spool / msg/ msgl og. | og Message log file

SEE ALSO
cront ab(1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
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NAME

newsys — Starts sysl ogd(8) and renames its log files

SYNOPSIS
[ et c/ newsys [-s]

[ et c/ newsys [scriptname]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The newsys shell script has two modes of operation: in one mode, it starts the sysl ogd(8) daemon, in
the other mode, it renames the log files created by sy sl ogd(8) and executes an optional shell script. This
operation is necessary because the sy sl ogd(8) daemon appends the messages it receives onto log files and
never truncates those files, even when restarted. If the daemon were restarted without renaming the files,
they would eventually grow to fill the file systems on which they reside.

The newsys command accepts the following option:

-S Restarts the sysl ogd(8) daemon. In this mode, the newsys script starts the sysl ogd(8)
daemon but does not rename the log files.

When executed without the - s option, the newsys command renames the log files created by sysl ogd(8).
In this mode, newsys accepts the following argument:

scriptname  Specifies a script for newsys to execute after renaming the log files. This argument is
ignored if the - s option is used.

When renaming files, newsys saves the last 20 copies of the dayl og and debug log files, renaming them
by appending a unique number to the original name of the log file (for example, dayl og. 1, dayl og. 2,
dayl og. 3, and so on). The newsys command also saves the last 30 days of the ker n and aut h log
files, renaming them by prepending the month and day plus a unique number to the file's original name. For
example, a copy of the file ker n being moved on March 21 would become 03- 21. 0. ker n. If you
executed newsys once more on March 21, the next name would be 03- 21. 1. ker n.

NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

If the PRI V_SU configuration option is enabled, the user must be the super user to use this command.
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SEE ALSO
sysl ogd(8)
| ogger (1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011

ai r1 0g(3C), sysl 0g(3C) in the UNICOS System Libraries Reference Manual, Cray Research publication
SR-2080

I 0g(4) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014
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NAME

nf saddhost — Adds host addresses to ID mapping domains

SYNOPSIS

nf saddhost [-d map name -c [-s] [-A] [-C]] -| addr [-u addr] [- m mask]
nf saddhost [-d map name -c [-s] [-A] [-C]] -u addr [-] addr] [- m mask]
nf saddhost [-d map name -c [-sS] [-M [-C]] -| addr [-u addr] [- m mask]
nf saddhost [-d map name -c [-S] [-M [-C]] -u addr [-] addr] [- m mask]
nf saddhost [-d map name -s [-c] [-A] [-C]] -| addr [-u addr] [- m mask]
nf saddhost [-d map name -s [-c] [-A] [-C]] -u addr [-] addr] [- m mask]
nf saddhost [-d map name -s [-c] [-M [-C]] -| addr [-u addr] [- m mask]
nf saddhost [-d map name -s [-c] [-M [-C]] -u addr [-] addr] [- m mask]

IMPLEMENTATION

All Cray Research systems

DESCRIPTION

542

The nf saddhost command initializes an ID mapping domain. It accepts the name of a previously defined
ID map and a network address specification. You also may specify a range of network addresses. The range
of addresses may be further refined by the specification of a mask to use against the network addresses. You
must specify at least one map name and one address on the command line.

For client-side mapping, any outgoing request to an address in the ID mapping domains uses the ID maps
associated with that address to map the user and group 1Ds attached to that request.

For server-side mapping, any incoming regquest from an address in the ID mapping domains uses the 1D
maps associated with that address to map the user and group IDs attached to that request.

If ID mapping is being used, network file system (NFS) accepts only requests from network addresses that
are contained by NFS ID mapping domains that have been to the kernel through the use of the

nf saddhost command. This can be used to control NFS access to and from the local system. Any NFS
request with a network address not defined in the ID mapping domains fails with an authentication error.

IDs may pass through the ID mapping code without modification. This is called mapping through or a
MAPTHRU domain. If you do not specify a map name by using the - d option, IDs are mapped through on
both client and server sides.

You must specify the -1 or - u option. If you specify the - d option, either the - ¢ or - s option also must
be specified. nf saddhost accepts the following options:
- d map_name

Associates this ID mapping domain with the specified ID maps. The specified map should have

been previously added to the system through use of the nf saddmap(8) command. If you omit
this option, this ID mapping domain defaults to MAPTHRU for both the client and server sides.
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-C Specifies that the user and group ID maps specified with the - d option will be used on the client
side of NFS. If you omit this option, this ID mapping domain defaults to MAPTHRU for the
client side.

-S Specifies that the user and group ID maps specified with the - d option will be used on the

server side of NFS. If you omit this option, this ID mapping domain defaults to MAPTHRU for
the server side.

-A Indicates that if an ID is not found in a map, it is mapped to "nobody" (—2). By default, it is
mapped to "baduid”" (-1).
-C Indicates that the remote machine or machines are Cray Research systems capable of NFS ID

mapping. This information is used internally to handle NFS access checking and the mapping of
file attributes more correctly.

-M Indicates that if an ID is not found in a map, it is mapped through. The default is to map the ID
to "baduid" (-1).
-1 addr  Specifies a lower-bound network address that is associated with the specified map names. If you

omit this option, it defaults to the upper-bound address specified with the - u option, which must
be present if you omit the - I option.

-u addr  Specifies an upper-bound network address that is associated with the specified map names. |If
you omit this option, it defaults to the lower-bound address specified with the - | option, which
must be present if you omit the - u option.

-mmask  Specifies a byte-ordered ASCII representation of a bit mask that is used in conjunction with the
range of addresses specified on the command line to distinguish further the valid network
addresses for this ID mapping domain. The default mask is derived from the class of Internet
address that is being used by either the - | or - u option previously described. For a description
of the classes of Internet addresses, see i net (3C).

A map name is an arbitrary ASCII name, significant to 8 characters, that is used to define a user or group
map to the system through the nf saddmap(8) command.

A network address is a host name or host alias from the / et ¢/ host s file (host s(5)), a network name or
network alias from the / et ¢/ net wor ks file (net wor ks(5)), or a byte-ordered ASCII representation of a
network address as described in i net (3C).

NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action

system secadm sysadm Allowed to use this command.
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If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.

EXAMPLES

Example 1: The following command line specifies server-side ID mapping using previously defined group
and user ID maps named Cr ay- Z for the network address associated with the host name Cr ay- Z- i net .
Client-side requests to that network address are defined to be mapped through; that is, no ID mapping occurs
on outgoing requests from the local system.

nf saddhost -d Cray-Z -s -1 Cray-Z-inet
Example 2: The following command line specifies mapping through (leaving unchanged) all 1Ds for both

client and server side operations to and from all even numbered network addresses from the range
aaa-inet tozzz-inet:

nf saddhost -1 aaa-inet -u zzz-inet -m Oxfffffffe
FILES
/ et c/ ui dmaps/ Set . domai ns An administrative shell script that initializes the ID maps and ID
mapping domains for the system
SEE ALSO
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nf saddmap(8), nf sadduser (8), nf sckhash(8), nf scl ear (8), nf sgi d(8), nf si dmap(8),
nf si dnmem(8), nf sl i st (8), nf sner ge(8), nf sr mhost (8), nf sr mmap(8), nf sr muser (8), nf sui d(8)

pri vt ext (1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
i net (3C) in the UNICOS System Libraries Reference Manual, Cray Research publication SR—2080

host s(5), i nt r o(4), net wor ks(5) in the UNICOS File Formats and Special Files Reference Manual,
Cray Research publication SR—2014

UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME

NFSADDMAP(8)

nf saddmap — Defines a user ID and/or group ID map for use with NFS

SYNOPSIS

nf saddmap [-v] [-r] [-u map_file] - g map_file map_name
nf saddmap [-v] [-r] - M map_file

IMPLEMENTATION

All Cray Research systems

DESCRIPTION

The nf saddnmap command reads a user ID map file and/or a group 1D map file previously created by using
the nf smer ge(8) command, and it defines in the kernel a user ID map and a group ID map, respectively.
The kernel user ID map and/or the kernel group ID map that is defined is assigned the name map_name.
The map name is significant to 8 characters; that is, the first 8 characters must be unigue among the names
of the currently defined kernel maps. Generally, the maps are named for the remote administrative domain
for which the map will be used.

The nf saddnmap command aways creates a kernel user ID map and a group ID map. If the user map file
is not specified on the command line, an empty kernel user map is created. The nf sadduser (8) command
can then be used to add user entries to the user map.

The nf saddnmap command accepts the following options:

-V
-r

- u map_file

- g map_file

- Mmap _file

map_name

SR-2022 10.0

Prints information on command-line options and on each user entry added to the user map.
Replaces the kernel 1D map if it already exists; otherwise, it creates the kernel 1D map(s).

Reads the user ID map in map_file and defines the kernel user ID map with the information
contained in map_file.

Reads the group ID map in map_file and defines the kernel group ID map with the
information contained in map_file. You must specify this option.

Reads the user ID map in map_file and defines the special mapt hr u kernel map. This
special mapt hr u map uses the reserved map name MAP_THRU. When defined, all mapt hru
ID mapping domains use this map. This special map is required for Kerberos validation. It is
also required with Internet Protocol Security Options (IPSO) protocol for security label and
compartment information. It can be used to obtain disk accounting information. See the
UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304,
for more information on this special mapt hr u map.

Specifies the kernel ID maps that are being defined.
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NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm Allowed to use this command.
If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.

EXAMPLES

FILES

The following command line defines both a group 1D map and a user ID map for the kernel. It expects the
user ID map to be contained within the file u. | ocal . r enot e and the group ID map to be contained
within the file g. | ocal . renpt e. It is expected that the nf saddhost (8) command will use these maps
subsequently to describe an ID mapping domain between the local system and the remote system.

nfsaddmap -u u.local.renote -g g.local.renote renote

/ et c/ ui dmaps/ nf saddmap Defines a user or group 1D map in the kernel

SEE ALSO
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nf saddhost (8), nf sadduser (8), nf sckhash(8), nf scl ear (8), nf si dmap(8), nf si dnemn(8),
nf sl i st (8), nf smer ge(8), nf sr mhost (8), nf sr mmap(8), nf sr nuser (8), nf sui d(8), udbgen(8)

pri vt ext (1), set ucat (1) in the UNICOS User Commands Reference Manual, Cray Research publication
SR-2011

UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME

nf sadduser — Adds entry from user ID map file to kernel user ID map

SYNOPSIS
nf sadduser [-v] [-r] user_mapfile map_name userl [user2 user3 ...]
nf sadduser -a [-Vv] [-r] user_mapfile map_name
IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The nf sadduser command reads a user ID map file (previously created by using the nf srrer ge(8)
command), finds the entries for the specified users, and adds them to the kernel user ID map named
map_name. The kernel user ID map must have been previously created by using the nf saddmap(8)
command.

The nf sadduser command accepts the following options and operands:
-v  Prints the contents of the user ID map entry before adding it to the kernel (verbose option).

-r  Replaces the entries for the users specified on the command line in the kernel ID map if they already
exist; otherwise, adds them to the kernel 1D map.

-a Addsal entries from the user map file to the specified kernel map.

user_mapfile
Specifies user ID map file to search for the user map entries.

map_name
Specifies kernel map to which the entries will be added.

userl [user2 user3...]
I dentifies users whose entries from the map file will be added to the specified kernel map. If the - a
option is used, alist of usersis ignored.
NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm Allowed to use this command.

If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.
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EXAMPLES

FILES

Example 1: The following command searches the user map file u. | ocal . r enot e for entries that belong
to users on the local Cray Research system whose login names are | ocal _user 1 and | ocal _user 2.
Each time it finds an entry, it adds the entry to the kernel map named r enot e.

nf sadduser u.local.renpte renmote |ocal userl |ocal user2

Example 2: The following command adds al user entries from the map file u. | ocal . r enot e to the
kernel map named r enot e.

nf sadduser -a u.local.renote rennte

[ et c/ ui dmaps/ nf sadduser  File that adds users to the kernel user ID map

SEE ALSO
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nf saddhost (8), nf saddmap(8), nf sckhash(8), nf scl ear (8), nf sgi d(8), nf si dmap(8),
nf si dnmem(8), nf sl i st (8), nf sner ge(8), nf sr mhost (8), nf sr mmap(8), nf sr muser (8), nf sui d(8),
udbgen(8)

pri vt ext (1), set ucat (1) in the UNICOS User Commands Reference Manual, Cray Research publication
SR-2011

UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME
nf sckhash — Checks consistency of NFS ID mapping hash tables in a kernel or a kernel dump

SYNOPSIS
[ et c/ ui dmaps/ nf sckhash [-g] [-u] [-Vv] [-h] [-d dump] [-s system] [list_of map names]|

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The nf sckhash command is primarily an administrator diagnostic or debugging tool. It examines each
network file system (NFS) ID map and its hash table to ensure that each entry is hashed properly for both
local and remote IDs. It aso checks to ensure that the information in the map header is consistent with the
actual map entries.

If any map names are listed on the command line, this command checks only the specified maps. If no map
names are specified, this command checks all maps defined in the kernel.

The nf sckhash command accepts the following options:

-g Checks the consistency of the kernel group ID maps.

-u Checks the consistency of the kernel user ID maps.

-V (Verbose) Prints information about each entry in a kernel 1D map it finds.

-h Prints only kernel ID map header information. This option effectively negates the - v option,

because no entries are examined.
-d dump Reads the kernel dump file dump instead of / dev/ knem
- s system Uses the UNICOS kernel binary file system instead of / uni cos to obtain symbol information.

list_of _map names
If any map names are listed on the command line, nf sckhash checks only the specified maps.
If no map names are specified, this command checks all maps defined in the kernel.

If neither the - g nor the - u option is specified, the consistency of both the user ID maps and group 1D
maps in the kernel are checked.

To obtain alist of all currently defined kernel ID maps and to check their consistency, use the following
command:

nf sckhash -v

This command also effectively reports the names of all group ID maps because for every user ID map there
isagroup ID map of the same name, and for every group ID map there is a user ID map of the same name.
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NOTES

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm Allowed to use this command.
If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.

SEE ALSO

nf saddhost (8), nf saddmap(8), nf sadduser (8), nf scl ear (8), nf si dmap(8), nf si dnemn(8),
nf sl i st (8), nf ser ge(8), nf sr mhost (8), nf sr mmap(8), nf sr nuser (8), nf ssi d(8), nf sui d(8)

pri vt ext (1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME

nf scl ear — Removes user and group mapping tables and ID mapping domains from the kernel

SYNOPSIS

nfscl ear [-F]

IMPLEMENTATION

All Cray Research systems

DESCRIPTION

NOTES

FILES

The nf scl ear command removes from the kernel all user and group map tables that had been defined by
using the nf saddmap(8) command, as well as al 1D mapping domains that had been defined by using the
nf saddhost (8) command. It releases any memory space allocated to these tables and domains. This
command is typically the first of a set of commands used to initialize (or reinitialize) the user and group
mapping tables and 1D mapping domains.

This command accepts the following option:

-F  Forces clearing of al kernel ID maps even if Kerberos-validated addresses are associated with any of
the user ID maps. This option wipes out all Kerberos-validated addresses for all users that had them.
This process requires remote users to revalidate with this network file system (NFS) server after ID
maps have been readded to the kernel.

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm Allowed to use this command.
If the PRI V_SU configuration option is enabled, the super user is allowed to use this command.

/ et c/ ui dmaps/ nf scl ear Removes mapping tables and 1D mapping domains from the kernel
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SEE ALSO

nf saddhost (8), nf saddmap(8), nf sadduser (8), nf sckhash(8), nf sgi d(8), nf si dmap(8)
nf si dnmem(8), nf sl i st (8), nf sner ge(8), nf sr mmap(8), nf sr mhost (8), nf sr muser (8), nf sui d(8),
udbgen(8)

pri vt ext (1), set ucat (1) in the UNICOS User Commands Reference Manual, Cray Research publication
SR-2011

UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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NAME

nf sd, bi od, cnf sd, pcnf sd — Starts NFS daemons and services requests

SYNOPSIS

[ etc/ nfsd [nservers

/ et c/ bi od [ndaemong]

[ etc/cnfsd [nservers

/etc/pcnfsd [-mID mapname -u user ID map file]

IMPLEMENTATION
All Cray Research systems

DESCRIPTION

The nf sd command starts the network file system (NFS) server daemons that handle client file system
requests. The nservers operand is the number of file system request daemons to start. This number should
be based on the load expected on this server.

The bi od command starts NFS client asynchronous block 1/0 daemons. The ndaemons operand is the
number of daemons to start.

The cnf sd command starts NFS server daemons that use a modified NFS protocol that reduces system
overhead. The nservers operand is the number of daemons to start. This modified protocol is valid only
between cooperating UNICOS systems. See the nount d(8) for more information.

The pcnf sd command runs continuously on a server system, servicing PC-NFS requests for user
authentication and print spooling. pcnf sd accepts the following options:

nservers Number of file system request daemons to start for the nf sd and cnf sd
commands.

ndaemons Number of daemons to start for the bi od command.

- mID map name ID map name is the name of the kernel map into which the entry from the map file
will be placed.

-u user ID map file  Used only in conjunction with NFS ID mapping. user ID map file is the file from
which user map entries are obtained for anyone logging in to pcnf sd.

If using the - u and - moptions, the ID map specified by ID map name must be present in the kernel prior to
areference to pcnf sd by a PC user. The user 1D map file must be present prior to starting pcnf sd. See
the UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304, for more
details.

The nf sd, cnf sd, and pcnf sd daemons catch the SI GHUP signal and reregister themselves with
por t map(8) when they receive the signal. This enables these commands to continue running properly when
port map(8) must be restarted.
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NOTES

If your system is licensed for ONC+™, nf sd() will also register for version 3 of the nf s/ mount protocol.
This protocol is necessary for mounting NFS version 3 file systems.

If this command is installed with a privilege assignment list (PAL), a user with one of the following active
categories is allowed to perform the actions shown:

Active Category Action
system secadm sysadm Allowed to use this command.
If the PRI V_SU configuration option is enabled, the super user is alowed to use this command.

SEE ALSO
nmount d(8), por t map(8)
pri vt ext (1) in the UNICOS User Commands Reference Manual, Cray Research publication SR—2011
export s(5) in the UNICOS File Formats and Special Files Reference Manual, Cray Research publication
SR-2014
UNICOS Networking Facilities Administrator’s Guide, Cray Research publication SG—2304
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